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In this third edition of his popular undergraduate-level textbook,
Desmond Nicholl recognises that a sound grasp of basic principles is vital
in any introduction to genetic engineering. Therefore, as well as being
thoroughly updated, the book also retains its focus on the fundamental
principles used in gene manipulation. The text is divided into three
sections: Part I provides an introduction to the relevant basic molecular
biology; Part II, the methods used to manipulate genes; and Part III, appli-
cations of the technology. There is a new chapter devoted to the emerg-
ing importance of bioinformatics as a distinct discipline. Other additional
features include text boxes, which highlight important aspects of topics
discussed, and chapter summaries, which include aims and learning out-
comes. These, along with key word listings, concept maps, and a glossary,
will enable students to tailor their studies to suit their own learning styles
and ultimately gain a firm grasp on this subject that students traditionally
find difficult.
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Preface to the third edition

As I found when preparing the second edition of this text, advances
in genetics continue to be made at an ever increasing rate, which
presents something of a dilemma when writing an introductory text
on the subject. In the years since the second edition was published,
many new applications of gene manipulation technology have been
developed, covering an increasingly diverse range of disciplines and
applications. The temptation in preparing this third edition, as was
the case for its predecessor, was to concentrate on the applications
and ignore the fundamental principles of the technology. However, in
initial preparation I was convinced that a basic technical introduction
to the subject should remain the major focus of the text. Thus, some
of the original methods used in gene manipulation have been kept
as examples of how the technology developed, even though some of
these have become little used or even obsolete. From the educational
point of view, this should help the reader cope with more advanced
information about the subject, as a sound grasp of the basic princi-
ples is an important part of any introduction to genetic engineering.
I have again been gratified by the many positive comments about
the second edition, and I hope that this new edition continues to
serve a useful purpose as part of the introductory literature on this
fascinating subject.

In trying to strike a balance between the methodology and the
applications of gene manipulation, I have retained the division of
the text into three sections. Part I deals with an introduction to
basic molecular biology, Part II with the methods used to manip-
ulate genes, and Part III with the applications. These sections may be
taken out of order if desired, depending on the level of background
knowledge. Apart from a general revision of chapters retained from
the second edition, there have been some additional changes made.
The emerging importance of bioinformatics as a distinct discipline is
recognised by a new chapter devoted to this topic. To help the student
of genetic engineering, two additional features have been included.
Text boxes highlight some of the important aspects of the topics,
and chapter summaries have been provided, which include aims and
learning outcomes along with a listing of key words. Along with the
concept maps, I hope that these additions will help the reader to
make sense of the topics and act as a support for studying the con-
tent. By using the summaries, key words, text boxes, and concept
maps students should be able to tailor their study to suit their own
individual learning styles. I hope that the changes have produced
a balanced treatment of the field, whilst retaining the introductory
nature of the text and keeping it to a reasonable length despite an
overall increase in coverage.
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My thanks go to my colleagues Peter Birch and John McLean for
comments on various parts of the manuscript, also to Don Powell of
the Wellcome Trust Sanger Institute for advice and critical comment
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cial thanks to Katrina Halliday and her colleagues at Cambridge Uni-
versity Press, and to Katie Greczylo of Aptara, Inc., for their cheerful
advice and patience, which helped bring the project to its conclusion.
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Chapter | summary

Aims

* To define genetic engineering as it will be described in this
book

* To outline the basic features of genetic engineering

* To describe the emergence of gene manipulation technology

* To outline the structure of the book

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

* The scope and nature of the subject

* The steps required to clone a gene

* The emergence and early development of the technology

¢ Elements of the ethical debate surrounding genetic
engineering

Key words

Genetic engineering, gene manipulation, gene cloning,
recombinant DNA technology, genetic modification, new
genetics, molecular agriculture, genethics, DNA ligase,
restriction enzyme, plasmid, extrachromosomal element,
replicon, text box, aims, chapter summary, learning outcome,
concept map.




Chapter |

Introduction

[.1'/ What is genetic engineering!

Progress in any scientific discipline is dependent on the availability
of techniques and methods that extend the range and sophistication
of experiments that may be performed. Over the past 35 years or so
this has been demonstrated in a spectacular way by the emergence of
genetic engineering. This field has grown rapidly to the point where,
in many laboratories around the world, it is now routine practice to
isolate a specific DNA fragment from the genome of an organism,
determine its base sequence, and assess its function. The technology
is also now used in many other applications, including forensic anal-
ysis of scene-of-crime samples, paternity disputes, medical diagnosis,
genome mapping and sequencing, and the biotechnology industry.
What is particularly striking about the technology of gene manipu-
lation is that it is readily accessible by individual scientists, without
the need for large-scale equipment or resources outside the scope of a
reasonably well-funded research laboratory. Although the technology
has become much more large-scale in recent years as genome sequenc-
ing projects have been established, it is still accessible by almost all
of the bioscience community in some form or other.

The term genetic engineering is often thought to be rather emo-
tive or even trivial, yet it is probably the label that most people would
recognise. However, there are several other terms that can be used to
describe the technology, including gene manipulation, gene cloning,
recombinant DNA technology, genetic modification, and the new
genetics. There are also legal definitions used in administering reg-
ulatory mechanisms in countries where genetic engineering is prac-
tised.

Although there are many diverse and complex techniques in-
volved, the basic principles of genetic manipulation are reasonably
simple. The premise on which the technology is based is that genetic
information, encoded by DNA and arranged in the form of genes, is
a resource that can be manipulated in various ways to achieve cer-
tain goals in both pure and applied science and medicine. There are

Several terms may be used to
describe the technologies
involved in manipulating genes.

Genetic material provides a rich
resource in the form of
information encoded by the
sequence of bases in the DNA.
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m The four steps in a gene

cloning experiment. The term
‘clone’ comes from the colonies of
identical host cells produced
during amplification of the cloned
fragments. Gene cloning is
sometimes referred to as
‘molecular cloning’ to distinguish
the process from the cloning of
whole organisms.

Gene cloning enables isolation
and identification of individual
genes.

As well as technical and scientific
challenges, modern genetics
poses many moral and ethical
questions.

Generation of DNA fragments

l

Joining to a vector or carrier molecule

l

Introduction into a host cell for amplification

l

Selection of required sequence

many areas in which genetic manipulation is of value, including the
following:

* Basic research on gene structure and function
* Production of useful proteins by novel methods
* Generation of transgenic plants and animals

* Medical diagnosis and treatment

* Genome analysis by DNA sequencing

In later chapters we will look at some of the ways in which genetic
manipulation has contributed to these areas.

The mainstay of genetic manipulation is the ability to isolate a
single DNA sequence from the genome. This is the essence of gene
cloning and can be considered as a series of four steps (Fig. 1.1). Suc-
cessful completion of these steps provides the genetic engineer with
a specific DNA sequence, which may then be used for a variety of
purposes. A useful analogy is to consider gene cloning as a form of
molecular agriculture, enabling the production of large amounts (in
genetic engineering this means micrograms or milligrams) of a partic-
ular DNA sequence. Even in the era of large-scale sequencing projects,
this ability to isolate a particular gene sequence is still a major aspect
of gene manipulation carried out on a day-to-day basis in research lab-
oratories worldwide.

One aspect of the new genetics that has given cause for concern is
the debate surrounding the potential applications of the technology.
The term genethics has been coined to describe the ethical problems
that exist in modern genetics, which are likely to increase in both
number and complexity as genetic engineering technology becomes
more sophisticated. The use of transgenic plants and animals, investi-
gation of the human genome, gene therapy, and many other topics are
of concern - not just to the scientist, but to the population as a whole.
Recent developments in genetically modified foods have provoked a
public backlash against the technology. Additional developments in
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the cloning of organisms, and in areas such as in vitro fertilisation
and xenotransplantation, raise further questions. Although organis-
mal cloning is not strictly part of gene manipulation technology, we
will consider aspects of it later in this book, because this is an area
of much concern and can be considered genetic engineering in its
broadest sense. Research on stem cells, and the potential therapeutic
benefits that this research may bring, is another area of concern that
is part of the general advance in genetic technology.

Taking all the potential costs and benefits into account, it remains
to be seen if we can use genetic engineering for the overall benefit of
mankind and avoid the misuse of technology that often accompanies
scientific achievement.

1.2] Laying the foundations

Although the techniques used in gene manipulation are relatively
new, it should be remembered that development of these techniques
was dependent on the knowledge and expertise provided by microbial
geneticists. We can consider the development of genetics as falling
into three main eras (Fig. 1.2). The science of genetics really began
with the rediscovery of Gregor Mendel’s work at the turn of the cen-
tury, and the next 40 years or so saw the elucidation of the principles
of inheritance and genetic mapping. Microbial genetics became estab-
lished in the mid 1940s, and the role of DNA as the genetic mate-
rial was confirmed. During this period great advances were made in
understanding the mechanisms of gene transfer between bacteria,
and a broad knowledge base was established from which later devel-
opments would emerge.

The history of genetics
since 1900. Shaded areas represent
the periods of major development
in each branch of the subject.

Gregor Mendel is often
considered the ‘father’ of
genetics.
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Watson and Crick’s double helix
is perhaps the most ‘famous’ and
most easily recognised molecule
in the world.

By the end of the 1960s most of
the essential requirements for
the emergence of gene
technology were in place.

The key to gene cloning is to
ensure that the target sequence
is replicated in a suitable host
cell.

The discovery of the structure of DNA by James Watson and Fran-
cis Crick in 1953 provided the stimulus for the development of genet-
ics at the molecular level, and the next few years saw a period of
intense activity and excitement as the main features of the gene and
its expression were determined. This work culminated with the estab-
lishment of the complete genetic code in 1966 — the stage was now
set for the appearance of the new genetics.

13| First steps

In the late 1960s there was a sense of frustration among scientists
working in the field of molecular biology. Research had developed
to the point where progress was being hampered by technical con-
straints, as the elegant experiments that had helped to decipher
the genetic code could not be extended to investigate the gene in
more detail. However, a number of developments provided the neces-
sary stimulus for gene manipulation to become a reality. In 1967 the
enzyme DNA ligase was isolated. This enzyme can join two strands
of DNA together, a prerequisite for the construction of recombinant
molecules, and can be regarded as a sort of molecular glue. This was
followed by the isolation of the first restriction enzyme in 1970, a
major milestone in the development of genetic engineering. Restric-
tion enzymes are essentially molecular scissors that cut DNA at pre-
cisely defined sequences. Such enzymes can be used to produce frag-
ments of DNA that are suitable for joining to other fragments. Thus,
by 1970, the basic tools required for the construction of recombinant
DNA were available.

The first recombinant DNA molecules were generated at Stan-
ford University in 1972, utilising the cleavage properties of restric-
tion enzymes (scissors) and the ability of DNA ligase to join DNA
strands together (glue). The importance of these first tentative experi-
ments cannot be overestimated. Scientists could now join different
DNA molecules together and could link the DNA of one organism
to that of a completely different organism. The methodology was ex-
tended in 1973 by joining DNA fragments to the plasmid pSC101,
which is an extrachromosomal element isolated from the bacterium
Escherichia coli. These recombinant molecules behaved as replicons;
that is, they could replicate when introduced into E. coli cells. Thus,
by creating recombinant molecules in vitro, and placing the construct
in a bacterial cell where it could replicate in vivo, specific fragments
of DNA could be isolated from bacterial colonies that formed clones
(colonies formed from a single cell, in which all cells are identical)
when grown on agar plates. This development marked the emergence
of the technology that became known as gene cloning (Fig. 1.3).

The discoveries in 1972 and 1973 triggered what is perhaps the
biggest scientific revolution of all - the new genetics. The use of
the new technology spread very quickly, and a sense of urgency and
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&@

DNA fragments Join to vector

(c)

Introduce into host cell Grow clones

Cloning DNA fragments. (a) The source DNA is isolated and fragmented into

suitably sized pieces. (b) The fragments are then joined to a carrier molecule or vector
to produce recombinant DNA molecules. In this case, a plasmid vector is shown. (c) The
recombinant DNA molecules are then introduced into a host cell (a bacterial cell in this
example) for propagation as clones.

excitement prevailed. This was dampened somewhat by the realisa-
tion that the new technology could give rise to potentially harmful
organisms exhibiting undesirable characteristics. It is to the credit
of the biological community that measures were adopted to regulate
the use of gene manipulation and that progress in contentious areas
was limited until more information became available regarding the
possible consequences of the inadvertent release of organisms con-
taining recombinant DNA. However, the development of genetically
modified organisms (GMOs), particularly crop plants, has re-opened
the debate about the safety of these organisms and the consequences
of releasing GMOs into the environment. In addition, many of the
potential medical benefits of gene manipulation, genetics, and cell
biology pose ethical questions that may not be easy to answer. We
will come across some of these issues later in the book.

.41 What’s in store!?

In preparing the third edition of this book, I have retained the gen-
eral organisation of the second edition. The content has been updated
to better reflect the current applications of DNA technology and
genetics, and several new subsections have been added to most of
the chapters. However, I have again retained introductory material
on molecular biology, on working with nucleic acids, and on the
basic methodology of gene manipulation. I hope that this edition will

The development and use of
genetically modified organisms
(GMOs) pose some difficult
ethical questions that do not
arise in other areas such as gene
cloning.
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Each chapter is supplemented
with some study guidelines to
enable the student to use the
text productively.

therefore continue to serve as a technical introduction to the subject,
whilst also giving a much broader appreciation of the applications of
this exciting range of technologies.

The text is organised into three parts.

Part I (The basis of genetic engineering; Chapters 2-4) deals with a basic
introduction to the field and the techniques underpinning the sci-
ence. Chapter 2 (Introducing molecular biology) and Chapter 3 (Working
with nucleic acids) provide background information about DNA and the
techniques used when working with it. Chapter 4 (The tools of the trade)
looks at the range of enzymes needed for gene manipulation.

Part II (The methodology of gene manipulation; Chapters 5-9) outlines the
techniques and strategies needed to clone and identify genes. Chap-
ter 5 (Host cells and vectors) and Chapter 6 (Cloning strategies) describe
the various systems and protocols that may be used to clone DNA.
Chapter 7 is dedicated to the polymerase chain reaction, which has
now become established as a major part of modern molecular biology.
Chapter 8 (Selection, screening, and analysis of recombinants) describes how
particular DNA sequences can be selected from collections of cloned
fragments. Chapter 9 (Bioinformatics) is a new chapter that has been
added to deal with the emergence of this topic.

Part III (Genetic engineering in action; Chapters 10-15) deals with the
applications of gene manipulation and associated technologies. Chap-
ters include Understanding genes, genomes, and ‘otheromes’ (Chapter 10),
Genetic engineering and biotechnology (Chapter 11), Medical and forensic
applications of gene manipulation (Chapter 12), and Transgenic plants and
animals (Chapter 13). Organismal cloning is examined in Chapter 14
(The other sort of cloning), and the moral and ethical considerations of
genetic engineering are considered in Chapter 15 (Brave new world or
genetic nightmare?).

In the third edition I have expanded the range of features that
should be useful as study aids where the text is used to support
a particular academic course. There are now text boxes sprinkled
throughout the chapters. The text boxes highlight key points on the
way through the text and can be used as a means of summarising
the content. At the start of each chapter the aims of the chapter
are presented, along with a chapter summary in the form of learn-
ing outcomes. These have been written quite generally, so that an
instructor can modify them to suit the level of detail required. A list
of the key words in each chapter is also provided for reference. As in
the first and second editions, a concept map is given, covering the
main points of the chapter. Concept mapping is a technique that can
be used to structure information and provide links between various
topics. The concept maps provided here are essentially summaries
of the chapters and may be examined either before or after reading
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the chapter. I hope that these support ‘tools’ continue to be a useful
addition to the text for the student of genetic engineering.

Suggestions for further reading are given at the end of the book,
along with tips for using the Internet and World Wide Web. No ref-
erence has been made to the primary (research) literature, as this
is accessible from the books and articles mentioned in the further
reading section and by searching literature databases. Many research
journals are also now available online. A glossary of terms has also
been provided; this may be particularly useful for readers who may
be unfamiliar with the terminology used in molecular biology.
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Chapter 2 summary

Aims

¢ To illustrate how living systems are organised at the genetic
level

* To describe the structure and function of DNA and RNA

¢ To outline the organisation of genes and genomes

¢ To describe the processes involved in gene expression and its
regulation

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

e The organisation of living systems and the concept of
emergent properties

¢ The chemistry of living systems

* The genetic code and the flow of genetic information

* The structure of DNA and RNA

* Gene structure and organisation

¢ Transcription and translation

* The need for regulation of gene expression

* Genome organisation

¢ The transcriptome and the proteome
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Chapter 2

Introducing molecular biology

This chapter presents a brief overview of the structure and function
of DNA and its organisation within the genome (the total genetic
complement of an organism). We will also have a look at how genes
are expressed, and at the ways by which gene expression is regulated.
The aim of the chapter is to provide the non-specialist reader with an
introduction to the molecular biology of cells, but it should also act
as a useful refresher for those who have some background knowledge
of DNA. More extensive accounts of the topics presented here may be
found in the sources described in Suggestions for Further Reading.

2.1 The way that living systems are organised

Before we look at the molecular biology of the cell, it may be useful
to think a little about what cells are and how living systems are
organised. Two premises are useful here. First, there is a very close
link between structure and function in biological systems. Second,
living systems provide an excellent example of the concept of emer-
gent properties. This is rather like the statement ‘the whole is greater
than the sum of the parts’, in that living systems are organised in a
hierarchical way, with each level of organisation becoming more com-
plex. New functional features emerge as components are put together
in more complicated arrangements. One often-quoted example is the
reactive metal sodium and the poisonous gas chlorine, which com-
bine to give sodium chloride (common table salt), which is of course
not poisonous (although it can be harmful if taken in excess!). Thus,
it is often difficult or impossible to predict the properties of a more
complex system by looking at its constituent parts, which is a general
difficulty with the reductionist approach to experimental science.
The chemistry of living systems is based on the element carbon,
which can form four covalent bonds with other atoms. By joining car-
bon atoms together, and incorporating other atoms, molecules can be
built up, which in turn can be joined together to produce macromole-
cules. Biologists usually recognise four groups of macromolecules:
lipids, carbohydrates, proteins, and nucleic acids. The synthesis

Living systems are organised
hierarchically, with close
interdependence of structure
and function.

Complex molecules
(macromolecules) are made by
joining smaller molecules
together using dehydration
synthesis.
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The cell is the basic unit of
organisation in biological
systems; prokaryotic cells have
no nucleus, eukaryotic cells do.

dehydration
(condensation)

synthesis
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® () polymer
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(e.g. amino acids)
+H,0
hydrolysis

The monomer—polymer cycle. In this example a representation of amino acids
and proteins is shown. The amino acids (monomers) are joined together by removal of
the elements of water (H,O) during dehydration synthesis. When the protein is no
longer required, it may be degraded by adding back the H,O during hydrolysis. Although
the cycle looks simple when presented like this, the synthesis of proteins requires many
components whose functions are coordinated during the complex process of translation.

of macromolecules involves a condensation reaction between func-
tional groups on the molecules to be joined together. This dehydra-
tion synthesis forms a covalent bond by removing the elements of
water. In the case of the large polymeric macromolecules of the cell
(polysaccharides, proteins, and nucleic acids) hundreds, thousands, or
even millions of individual monomeric units may be joined together
in this way. The polymers can be broken apart into their consituent
monomers by adding the elements of water back to reconstitute the
original groups. This is known as hydrolysis (literally hydro lysis, water
breaking). The monomer/polymer cycle and dehydration/hydrolysis
are illustrated in Fig. 2.1.

The cell is the basic unit of organisation in biological systems.
Although there are many different types of cell, there are some fea-
tures that are present in all cells. There is a cell membrane (the
plasma membrane) that is the interface between the cell contents
and the external environment. Some cells, such as bacteria, yeasts,
and plant cells, may also have a cell wall that provides additional
structural support. Some sort of genetic material (almost always DNA)
is required to provide the information for cells to function, and the
organisation of this genetic information provides one way of classify-
ing cells. In prokaryotic cells (e.g. bacteria) the DNA is not compart-
mentalised, whereas in eukaryotic cells the DNA is located within a
membrane-bound nucleus. Eukaryotic cells also utilise membranes to
provide additional internal structure. Prokaryotic cells are generally
smaller in size than eukaryotic cells, but all cells have a maximum
upper size limit. This is largely because of the limitations of diffusion
as a mechanism for gas and nutrient exchange. Typical bacterial cells
have a diameter of 1-10 pm, plant and animal cells 10-100 pm. In
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multicellular eukaryotes, an increase in the size of the organism is
achieved by using more cells rather than by making cells bigger.

2.2 | The flow of genetic information

To set the structure of nucleic acids in context, it is useful to think
a little about what is required, in terms of genetic information, to
enable a cell to carry out its various activities. It is a remarkable
fact that an organism’s characteristics are encoded by a four-letter
alphabet, defining a language of three-letter words. The letters of this
alphabet are the nitrogenous bases adenine (A), guanine (G), cytosine
(C), and thymine (T). So how do these bases enable cells to function?

The expression of genetic information is achieved ultimately via
proteins, particularly the enzymes that catalyse the reactions of
metabolism. Proteins are condensation heteropolymers synthesised
from amino acids, of which 20 are used in natural proteins. Given
that a protein may consist of several hundred amino acid residues,
the number of different proteins that may be made is essentially
unlimited, assuming that the correct sequence of amino acids can
be specified from the genetic information. As the bases are critical
informatic components, we can calculate that using the bases singly
would not provide enough scope (only 4 possible arrangements) to
encode 20 amino acids, as there are only 4 possible code ‘combi-
nations’ (A, G, C, and T). If the bases were arranged in pairs, that
would give 4% or 16 possible combinations - still not enough. Triplet
combinations provide 4% or 64 possible permutations, which is more
than sufficient. Thus, great diversity of protein form and function
can be achieved using an elegantly simple coding system, with sets
of three nucleotides (codons) specifying the amino acids. Thus, a pro-
tein of 300 amino acids would have a minimum coding requirement
of 900 nucleotides on a strand of DNA. The genetic code or ‘dictio-
nary’ is one part of molecular biology that, like the double helix, has
become something of a biological icon. Although there are more pos-
sible codons that are required (64 as opposed to 20), three of these
are ‘STOP’ codons. Several amino acids are specified by more than one
codon, which accounts for the remainder, a feature that is known as
redundancy of the code. An alternative term for this, where the first
two bases in a codon are often critical with the third less so, is known
as wobble. These features can be seen in the standard presentation
of the genetic code shown in Table 2.1.

The flow of genetic information is unidirectional, from DNA
to protein, with messenger RNA (mRNA) as an intermediate. The
copying of DNA-encoded genetic information into RNA is known as
transcription (T¢), with the further conversion into protein being
termed translation (Tp). This concept of information flow is known as
the Central Dogma of molecular biology and is an underlying theme
in all studies of gene expression.

Two further aspects of information flow may be added to this
basic model to complete the picture. First, duplication of the genetic

Life is directed by four
nitrogenous bases: adenine (A),
guanine (G), cytosine (C), and
thymine (T).

The flow of genetic information
is from DNA to RNA to protein,
via the processes of transcription
(Tc) and translation (T.). This
concept is known as the Central
Dogma of molecular biology.
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Table 2.1. | The genetic code

Second base

First base Third base
(5 end) U C A G (3" end)
u Phe Ser Tyr Cys U

Phe Ser Tyr Cys C

Leu Ser STOP STOP A

Leu Ser STOP Trp G
C Leu Pro His Arg U

Leu Pro His Arg C

Leu Pro Gln Arg A

Leu Pro Gln Arg G
A lle Thr Asn Ser U

lle Thr Asn Ser C

lle Thr Lys Arg A

Met Thr Lys Arg G
G Val Ala Asp Gly U

Val Ala Asp Gly C

Val Ala Glu Gly A

Val Ala Glu Gly G

Note: Codons read 5'—3'; thus, AUG specifies Met. The three-letter abbrevi-
ations for the amino acids are as follows: Ala, Alanine; Arg, Arginine; Asn,
Asparagine; Asp, Aspartic acid; Cys, Cysteine; Gln, Glutamine; Glu, Glu-
tamic acid; Gly, Glycine; His, Histidine; Ile, Isoleucine; Leu, Leucine; Lys,
Lysine; Met, Methionine; Phe, Phenylalanine; Pro, Proline; Ser, Serine; Thr,
Threonine; Trp, Tryptophan; Tyr, Tyrosine; Val, Valine. The three codons
UAA, UAG, and UGA specify no amino acid and terminate translation.

material prior to cell division represents a DNA-DNA transfer, known
as DNA replication. A second addition, with important consequences
for the genetic engineer, stems from the fact that some viruses have
RNA instead of DNA as their genetic material. These viruses (chiefly
members of the retrovirus group) have an enzyme called reverse
transcriptase (an RNA-dependent DNA polymerase) that produces a
double-stranded DNA molecule from the single-stranded RNA genome.
Thus, in these cases the flow of genetic information is reversed with
respect to the normal convention. The Central Dogma is summarised
in Fig. 2.2.

2.3 The structure of DNA and RNA

In most organisms, the primary genetic material is double-stranded
DNA. What is required of this molecule? First, it has to be stable, as
genetic information may need to function in a living organism for up
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The Central Dogma states that information flow is unidirectional, from

DNA to mRNA to protein. The processes of transcription (T¢), translation (T(), and
DNA replication (R) obey this rule. An exception is found in retroviruses (RNA viruses),
which have an RNA genome and carry out a process known as reverse transcription
(RT¢) to produce a DNA copy of the genome following infection of the

host cell.

to 100 years or more. Second, the molecule must be capable of replica-
tion, to permit dissemination of genetic information as new cells are
formed during growth and development. Third, there should be the
potential for limited alteration to the genetic material (mutation),
to enable evolutionary pressures to exert their effects. The DNA
molecule fulfils these criteria of stability, replicability, and mutabil-
ity, and when considered with RNA provides an excellent example
of the premises that we considered earlier — the very close relation-
ship between structure and function, and the concept of emergent
properties.
Nucleic acids are heteropolymers composed of monomers known
as nucleotides; a nucleic acid chain is therefore often called a
polynucleotide. The monomers are themselves made up of three com-
ponents: a sugar, a phosphate group, and a nitrogenous base. The two  Nucleic acids are polymers
types of nucleic acid (DNA and RNA) are named according to the sugar ~ composed of nucleotides; DNA
component of the nucleotide, with DNA having 2'-deoxyribose as the s deoxyribonucleic acid, RNA is
sugar (hence DeoxyriboNucleicAcid) and RNA having ribose (hence ribonucleic acid.
RiboNucleicAcid). The sugar/phosphate components of a nucleotide
are important in determining the structural characteristics of polynu-
cleotides, and the nitrogenous bases determine their information
storage and transmission characteristics. The structure of a nucleotide
is summarised in Fig. 2.3.
Nucleotides can be joined together by a 5—3’ phosphodiester
linkage, which confers directionality on the polynucleotide. Thus,
the 5’ end of the molecule will have a free phosphate group, and

The structure of a

nucleotide. Carbon atoms are

represented by solid circles,
numbered |’ to 5. In DNA the
sugar is deoxyribose, with a
hydrogen atom at position X. In
RNA the sugar is ribose, which has
a hydroxyl group at position X.
The base canbe A, G, C, or T in
DNA, and A, G, C, or U in RNA.
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Base-pairing
arrangements in DNA. (a) An

A - T base pair. The bases are
linked by two hydrogen bonds
(dotted lines). (b) A G - C base
pair, with three hydrogen bonds.

In DNA the bases pair A- T and
G - G; this complementary base
pairing is the key to information
storage, transfer, and use.

(@) Adenine Thymine

Sugar
@ Carbon atom Nitrogen atom
H
H
&
Sugar
Guanine Cytosine

the 3’ end a free hydroxyl group; this has important consequences
for the structure, function, and manipulation of nucleic acids. In a
double-stranded molecule such as DNA, the sugar-phosphate chains
are found in an antiparallel arrangement, with the two strands run-
ning in different directions.

The nitrogenous bases are the important components of nucleic
acids in terms of their coding function. In DNA the bases are as listed
in Section 2.1, namely adenine (A), guanine (G), cytosine (C), and
thymine (T). In RNA the base thymine is replaced by uracil (U), which is
functionally equivalent. Chemically adenine and guanine are purines,
which have a doublering structure, whereas cytosine and thymine
(and wuracil) are pyrimidines, which have a single-ring structure. In
DNA the bases are paired, A with T and G with C. This pairing is
determined both by the bonding arrangements of the atoms in the
bases and by the spatial constraints of the DNA molecule, the only
satisfactory arrangement being a purine-pyrimidine base pair. The
bases are held together by hydrogen bonds, two in the case of an A-T
base pair and three in the case of a G- C base pair. The structure and
base-pairing arrangement of the four DNA bases is shown in Fig. 2.4.

The DNA molecule in vivo usually exists as a right-handed double
helix called the B-form. This is the structure proposed by Watson and
Crick in 1953. Alternative forms of DNA include the A-form (right-
handed helix) and the Z-form (left-handed helix). Although DNA struc-
ture is a complex topic, particularly when the higher-order arrange-
ments of DNA are considered, a simple representation will suffice
here, as shown in Fig. 2.5.
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Minor
groove

3.4 nm

Major
groove

2 nm

The structure of RNA is similar to that of DNA; the main chem-
ical differences are the presence of ribose instead of 2’-deoxyribose
and uracil instead of thymine. RNA is also most commonly single-
stranded, although short stretches of double-stranded RNA may be
found in self-complementary regions. There are three main types of
RNA molecule found in cells: messenger RNA (mRNA), ribosomal RNA
(rRNA), and transfer RNA (tRNA). Ribosomal RNA is the most abundant
class of RNA molecule, making up some 85% of total cellular RNA.
It is associated with ribosomes, which are an essential part of the
translational machinery. Transfer RNAs make up about 10% of total
RNA and provide the essential specificity that enables the insertion
of the correct amino acid into the protein that is being synthesised.
Messenger RNA, as the name suggests, acts as the carrier of genetic
information from the DNA to the translational machinery and usually
makes up less than 5% of total cellular RNA.

2.4 Gene organisation

The gene can be considered the basic unit of genetic information.
Genes have been studied since the turn of the century, when genet-
ics became established. Before the advent of molecular biology and

The double helix. This is
DNA in the commonly found
B-form. The right-handed helix has
a diameter of 2 nm and a pitch of
3.4 nm, with |0 base pairs per
turn. The sugar—phosphate
‘backbones’ are antiparallel
(arrowed) with respect to their
5'— 3’ orientations. One of the
sugar—phosphate chains has been
shaded for clarity. The
purine—pyrimidine base pairs are
formed across the axis of the helix.

Three important types of RNA
are ribosomal RNA (rRNA),
messenger RNA (mRNA), and
transfer RNA (tRNA).
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The gene is the basic unit of
genetic information. Genes are
located on chromosomes at a
particular genetic locus.
Different forms of the same gene
are known as alleles.

the realisation that genes were made of DNA, study of the gene was
largely indirect; the effects of genes were observed in phenotypes
and the ‘behaviour’ of genes was analysed. Despite the apparent lim-
itations of this approach, a vast amount of information about how
genes functioned was obtained, and the basic tenets of transmission
genetics were formulated.

As the gene was studied in greater detail, the terminology associ-
ated with this area of genetics became more extensive, and the ideas
about genes were modified to take developments into account.

The term ‘gene’ is usually taken to represent the genetic informa-
tion transcribed into a single RNA molecule, which is in turn trans-
lated into a single protein. Exceptions are genes for RNA molecules
(such as rRNA and tRNA), which are not translated. In addition, the
nomenclature used for prokaryotic cells is slightly different because
of the way that their genes are organised. Genes are located on chro-
mosomes, and the region of the chromosome where a particular gene
is found is called the locus of that gene. In diploid organisms, which
have their chromosomes arranged as homologous pairs, different
forms of the same gene are known as alleles.

2.4.1 The anatomy of a gene

Although there is no such thing as a ‘typical’ gene, there are cer-
tain basic requirements for any gene to function. The most obvious
is that the gene has to encode the information for the particular pro-
tein (or RNA molecule). The double-stranded DNA molecule has the
potential to store genetic information in either strand, although in
most organisms only one strand is used to encode any particular gene.
There is the potential for confusion with the nomenclature of the two
DNA strands, which may be called coding/non-coding, sense/antisense,
plus/minus, transcribed/non-transcribed, or template/non-template. In
some cases different authors use the same terms in different ways,
which adds to the confusion. Recommendations from the Interna-
tional Union of Biochemistry and the International Union of Pure
and Applied Chemistry favour the terms coding/non-coding, with the
coding strand of DNA taken to be the mRNA-like strand. This conven-
tion will be used in this book where coding function is specified. The
terms template and non-template will be used to describe DNA strands
when there is not necessarily any coding function involved, as in
the copying of DNA strands during cloning procedures. Thus, genetic
information is expressed by transcription of the non-coding strand
of DNA, which produces an mRNA molecule that has the same se-
quence as the coding strand of DNA (although the RNA has uracil
substituted for thymine; see Fig. 2.9(a)). The sequence of the coding
strand is usually reported when dealing with DNA sequence data, as
this permits easy reference to the sequence of the RNA.

In addition to the sequence of bases that specifies the codons in a
protein-coding gene, there are other important regulatory sequences
associated with genes (Fig. 2.6). A site for starting transcription is
required, and this encompasses a region that binds RNA polymerase,
known as the promoter (P), and a specific start point for transcription
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Upstream Coding sequence
regulatory | Downstream
region region

tc

T, T, t,
V7] B |
P

Il

Transcriptional unit

Gene organisation. The transcriptional unit produces the RNA molecule
and is defined by the transcription start site (Tc) and stop site (tc). Within the
transcriptional unit lies the coding sequence, from the translation start site (T|) to the
stop site (t.). The upstream regulatory region may have controlling elements such as

enhancers or operators in addition to the promoter (P), which is the RNA polymerase
binding site.

(Tc). A stop site for transcription (tc) is also required. From T start
to tc stop is sometimes called the transcriptional unit, that is, the
DNA region that is copied into RNA. Within this transcriptional unit
there may be regulatory sites for translation, namely a start site (Ty)
and a stop signal (t). Other sequences involved in the control of gene
expression may be present either upstream or downstream from the
gene itself.

2.42 Gene structure in prokaryotes

In prokaryotic cells such as bacteria, genes are usually found grouped
together in operons. The operon is a cluster of genes that are related
(often coding for enzymes in a metabolic pathway) and that are under
the control of a single promoter/regulatory region. Perhaps the best
known example of this arrangement is the lac operon (Fig. 2.7), which
codes for the enzymes responsible for lactose catabolism. Within the

Repressor
gene Structural genes
1
1 g J a
2 I I ok
P, P (0]

Control region

The lac operon. The structural genes lacZ, lacY, and lacA (noted as z, y, and a)
encode B-galactosidase, galactoside permease, and a transacetylase, respectively. The
cluster is controlled by a promoter (P) and an operator region (O). The operator is the

binding site for the repressor protein, encoded by the lacl gene (i). The repressor gene
lies outside the operon itself and is controlled by its own promoter, P;.

Genes have several important
regions. A promoter is necessary
for RNA polymerase binding,
with the transcription start and
stop sites defining the
transcriptional unit.

Genes in prokaryotes tend to be
grouped together in operons,
with several genes under the
control of a single regulatory
region.
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Eukaryotic genes tend to be
more complex than prokaryotic
genes and often contain
intervening sequences (introns).
The introns form part of the
primary transcript, which is
converted to the mature mRNA
by RNA processing.

operon there are three genes that code for proteins (termed struc-
tural genes) and an upstream control region encompassing the pro-
moter and a regulatory site called the operator. In this control region
there is also a site that binds a complex of cAMP (cyclic adenosine
monophosphate) and CRP (cAMP receptor protein), which is important
in positive regulation (stimulation) of transcription. Lying outside the
operon itself is the repressor gene, which codes for a protein (the Lac
repressor) that binds to the operator site and is responsible for nega-
tive control of the operon by blocking the binding of RNA polymerase.

The fact that structural genes in prokaryotes are often grouped
together means that the transcribed mRNA may contain information
for more than one protein. Such a molecule is known as a polycis-
tronic mRNA, with the term cistron equating to the ‘gene’ as we
have defined it (i.e. encoding one protein). Thus, much of the genetic
information in bacteria is expressed via polycistronic mRNAs whose
synthesis is regulated in accordance with the needs of the cell at any
given time. This system is flexible and efficient, and it enables the
cell to adapt quickly to changing environmental conditions.

243 Gene structure in eukaryotes

A major defining feature of eukaryotic cells is the presence of a
membrane-bound nucleus, within which the DNA is stored in the
form of chromosomes. Transcription therefore occurs within the nu-
cleus and is separated from the site of translation, which is in the
cytoplasm. The picture is complicated further by the presence of
genetic information in mitochondria (plant and animal cells) and
chloroplasts (plant cells only), which have their own separate genomes
that specify many of the components required by these organelles.
This compartmentalisation has important consequences for regula-
tion, both genetic and metabolic, and thus gene structure and func-
tion in eukaryotes are more complex than in prokaryotes.

The most startling discovery concerning eukaryotic genes was
made in 1977, when it became clear that eukaryotic genes contained
‘extra’ pieces of DNA that did not appear in the mRNA that the gene
encoded. These sequences are known as intervening sequences or
introns, with the sequences that will make up the mRNA being called
exons. In many cases the number and total length of the introns
exceed that of the exons, as in the chicken ovalbumin gene, which
has a total of seven introns making up more than 75% of the gene.
As our knowledge has developed, it has become clear that eukaryotic
genes are often extremely complex, and may be very large indeed.
Some examples of human gene complexity are shown in Table 2.2.
This illustrates the tremendous range of sizes for human genes, the
smallest of which may be only a few hundred base pairs in length. At
the other end of the scale, the dystrophin gene is spread over 2.4 Mb
of DNA on the X chromosome, with the 79 exons representing only
0.6% of this length of DNA.

The presence of introns obviously has important implications for
the expression of genetic information in eukaryotes, in that the
introns must be removed before the mRNA can be translated. This
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Table 2.2. | Size and structure of some human genes

Gene size Number

Gene (kbp) of exons % exon
Insulin |4 3 33
[3-globin [.6 3 38
Serum albumin |8 |4 12
Blood clotting factor VIII 186 26 3
CFTR (cystic fibrosis) 230 27 24
Dystrophin (muscular 2400 79 0.6

dystrophy)

Note: Gene sizes are given in kilobase pairs (kbp). The number of exons is
shown, and the percentage of the gene that is represented by these exons is
given in the final column.

is carried out in the nucleus, where the introns are spliced out of the
primary transcript. Further intranuclear modification includes the
addition of a ‘cap’ at the 5’ terminus and a ‘tail’ of adenine residues
at the 3’ terminus. These modifications are part of what is known as
RNA processing, and the end product is a fully functional mRNA that
is ready for export to the cytoplasm for translation. The structures of
the mammalian 3-globin gene and its processed mRNA are outlined
in Fig. 2.8 to illustrate eukaryotic gene structure and RNA processing.

2.5 Gene expression

As shown in Fig. 2.2, the flow of genetic information is from DNA
to protein. Whilst a detailed knowledge of gene expression is not

Intron 1 Intron 2
1 2 3
l Primary transcript
5 3!
l Introns spliced out
Cap An  Poly(A) tail

l

.——d\_/“/—\MVA“

Fully processed mRNA

- VRN Structure and

expression of the mammalian
B-globin gene. The gene contains
two intervening sequences or
introns. The expressed sequences
(exons) are shaded and numbered.
The primary transcript is
processed by capping,
polyadenylation, and splicing to
yield the fully functional mRNA.
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Genetic information is perhaps
better thought of as a recipe
than as a blueprint.

The effects of mutations can be
mild or severe, depending on the
type of mutation and its location
in the gene sequence.

required in order to understand the principles of genetic engineering,
it is useful to be familiar with the main features of transcription and
translation and to have some knowledge of how gene expression is
controlled.

2.5.1 From genes to proteins

At this point it may be useful to introduce an analogy that I find
helpful in thinking about the role of genes in determining cell struc-
ture and function. You may hear the term ‘genetic blueprint’ used to
describe the genome. However, this is a little too simplistic, and I pre-
fer to use the analogy of a recipe to describe how genes and proteins
work. Let’s consider making a cake - the recipe (gene) would be found
in a particular book (chromosome), on a particular page (locus), and
would contain information in the form of words (codons). One part
of the recipe might read ‘add 400 g of sugar and beat well’, which is
fairly clear and unambiguous. When put together with all the other
ingredients and baked, the result is a cake in which you cannot see
the sugar as an identifiable component. On the other hand, currants
or blueberries would appear as identifiable parts of the cake. In a sim-
ilar way many of the characteristics of an organism are determined
by multiple genes, with no particular single gene product being iden-
tifiable. Conversely, in single-gene traits the effect of a particular gene
may be easily identified as a phenotypic characteristic.

Mutation can also be considered in the recipe context, to give
some idea of the relative severity of effect that different mutations
can have. If we go back to our sugar example, what would be the
effect of the last 0 of 400 being replaced by a 1, giving 401 g as oppo-
sed to 400 g? This change would almost certainly remain undetected.
However, if the 4 0f 400 changed to a 9, or if an additional 0 was added
to 400, then things would be very different (and much sweeter!). Thus,
mutations in non-critical parts of genes may be of no consequence,
whereas mutation in a critical part of a gene can have extremely
serious consequences. In some cases a single base insertion or substi-
tution can have a major effect. (Think of adding a ‘k’ in front of the
‘g’ in 400 g!)

The recipe analogy is a useful one, in that it defines the role of the
recipe itself (specifying the components to be put together) and also
illustrates that the information is only part of the story. If the cake
is not mixed or baked properly, even with the correct proportions of
ingredients, it will not turn out to be a success. Genes provide the in-
formation to specify the proteins, but the whole process must be
controlled and regulated if the cell is to function effectively.

2.5.2 Transcription and translation

These two processes are the critical steps involved in producing func-
tional proteins in the cell. Transcription involves synthesis of an RNA
from the DNA template provided by the non-coding strand of the
transcriptional unit in question. The enzyme responsible is RNA poly-
merase (DNA-dependent RNA polymerase). In prokaryotes there is a
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single RNA polymerase enzyme, but in eukaryotes there are three
types of RNA polymerase (I, II, and III). These synthesise ribosomal,
messenger, and transfer/5S ribosomal RNAs, respectively. All RNA
polymerases are large multisubunit proteins with relative molecular
masses of around 500000.

Transcription has several component stages: (1) DNA/RNA poly-
merase binding, (2) chain initiation, (3) chain elongation, and (4) chain
termination and release of the RNA. Promoter structure is important
in determining the binding of RNA polymerase but will not be dealt
with here. When the RNA molecule is released, it may be immediately
available for translation (as in prokaryotes) or it may be processed and
exported to the cytoplasm (as in eukaryotes) before translation occurs.

Translation requires an mRNA molecule, a supply of charged
tRNAs (tRNA molecules with their associated amino acid residues),
and ribosomes (composed of rRNA and ribosomal proteins). The ribo-
somes are the sites where protein synthesis occurs; in prokaryotes,
ribosomes are composed of three rRNAs and some 52 different ribo-
somal proteins. The ribosome is a complex structure that essentially
acts as a ‘jig’ that holds the mRNA in place so that the codons may
be matched up with the appropriate anticodon on the tRNA, thus
ensuring that the correct amino acid is inserted into the growing
polypeptide chain. The mRNA molecule is translated in a 5'— 3’ direc-
tion, corresponding to polypeptide elongation from N terminus to
C terminus.

Although transcription and translation are complex processes, the
essential features (with respect to information flow) may be sum-
marised as shown in Fig. 2.9. In conjunction with the brief descrip-
tions presented earlier, this should provide enough background infor-
mation about gene structure and expression to enable subsequent
sections of the text to be linked to these processes where necessary.

2.5.3 Regulation of gene expression

Transcription and translation provide the mechanisms by which
genes are expressed. However, it is vital that gene expression is con-
trolled so that the correct gene products are produced in the cell at
the right time. Why is this so important? Let’s consider two types of
cell - a bacterial cell and a human cell. Bacterial cells need to be able
to cope with wide variations in environmental conditions and, thus,
need to keep all their genetic material ‘at the ready’ in case parti-
cular gene products are needed. By keeping their genomes in this
state of readiness, bacteria conserve energy (by not making proteins
wastefully) and can respond quickly to any opportune changes in
nutrient availability. This is an example of adaptive regulation of
gene expression.

In contrast to bacteria, human cells (usually) experience a very
different set of environmental conditions. Cells may be highly spe-
cialised and differentiated, and their external environment is usually
stable and controlled by homeostatic mechanisms to ensure that no
wide fluctuations occur. Thus, cell specialisation brings more complex

The codon/anticodon
recognition event marks the link
between nucleic acid and protein.

Prokaryotic genes are often
regulated in response to external
signals such as nutrient
availability.

Eukaryotic genes are often
regulated in response to signals
generated from within the
organism.
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(a)
5'-ATGGCTACCAAGGTAGCTATTm
3~.TACCGATGGTTCCATCGATAAW
U
GCUAO RNA pol
o b polymerase
CBAGG —p
C
cuh
3\,5\36 mRNA
(b) (c)

LSU

5'-AUGGCLHE FAGCUAUU-3'
SSU

m Transcription and translation. (a) Transcription involves synthesis of mMRNA by
RNA polymerase. Part of the DNA/mRNA sequence is given. The mRNA has the same
sequence as the coding strand in the DNA (the non-template strand), apart from U
being substituted for T. (b) The ribosome is the site of translation and is made up of the
large subunit (LSU) and the small subunit (SSU), each made up of ribosomal RNA
molecules and many different proteins. There are three sites within the ribosome. The A
(aminoacyl) and P (peptidyl) sites are involved in insertion of the correct tRNA-amino
acid complex in the growing polypeptide chain. The E (exit) site facilitates the release of
the tRNA after peptide bond formation has removed its amino acid. (c) The mRNA is
being translated. The amino acid residue is inserted into the protein in response to the
codon/anticodon recognition event in the ribosome. The first amino acid residue is
encoded by AUG in the mRNA (tRNA anticodon TAC), which specifies methionine (see
Table 2.1 for the genetic code). The remainder of the sequence is translated in a similar
way. The ribosome translates the mRNA in a 5'— 3’ direction, with the polypeptide
growing from its N terminus. The residues in the polypeptide chain are joined together

by peptide bonds.

function but requires more controlled conditions. Differentiation is
a function of development and, thus, genes in multicellular eukary-
otes are often developmentally regulated. Gene regulation during the
development and life cycle of a complex organism is, as you would
expect, complex.

In addition to genes that are controlled and regulated, there are
many examples of gene products that are needed at all times during
a cell’s life. Such genes are sometimes called housekeeping genes
or constitutive genes, in that they are essentially unregulated and
encode proteins that are essential at all times (such as enzymes for
primary catabolic pathways).
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Although a detailed discussion of the control of gene expression
is outside the scope of this book, the basic principles can be illus-
trated by considering how bacterial operons are regulated. A bacte-
rial cell (living outside the laboratory) will experience a wide range
of environmental conditions. In particular, there will be fluctuations
in the availability of nutrients. If the cell is to survive, it must
conserve energy resources, which means that wasteful synthesis of
non-required proteins should be prevented. Thus, bacterial cells have
mechanisms that enable operons to be controlled with a high degree
of sensitivity. An operon that encodes proteins involved in a catabolic
pathway (one that breaks down materials to release energy) is often
regulated by being switched ‘on’ only when the substance beceomes
available in the extracellular medium. Thus, when the substance
is absent, there are systems that keep catabolic operons switched
‘off”. These are said to be inducible operons and are usually con-
trolled by a negative control mechanism involving a repressor pro-
tein that prevents access to the promoter by RNA polymerase. The
classic example of a catabolic operon is the lac operon (the structure
of which is shown in Fig 2.7). When lactose is absent, the repres-
sor protein binds to the operator and the system is ‘off’. The sys-
tem is a little ‘leaky’, however, and thus the proteins encoded by
the operon (B-galactosidase, permease, and transacetylase) will be
present in the cell at low levels. When lactose becomes available, it is
transported into the cell by the permease and binds to the repressor
protein, causing a conformational (shape) change so that the repres-
sor is unable to bind to the operator. Thus, the negative control is
removed, and the operon is accessible by RNA polymerase. A second
level of control, based on the level of cAMP, ensures that full activ-
ity is only attained when lactose is present and energy levels are
low. This dual-control mechanism is a very effective way of regulat-
ing gene expression, enabling a range of levels of expression that
is a bit like a dimmer switch rather than an on/off swich. In the
case of catabolic operons like the lac system, this ensures that the
enzymes are only synthesised at maximum rate when they are really
required.

2.6| Genes and genomes

When techniques for the examination of DNA became established,
gene structure was naturally one of the first areas where efforts were
concentrated. However, genes do not exist in isolation, but as part of
the genome of an organism. Over the past few years the emphasis
in molecular biology has shifted slightly, and today we are much
more likely to consider the genome as a whole - almost as a type of
cellular organelle - rather than just a collection of genes. The Human
Genome Project (considered in Chapter 10) is a good example of the
development of the field of bioinformatics, which is one of the most
active research areas in modern molecular biology.

Gene regulation in bacteria
enables a range of levels of gene
expression to be attained, rather
than a simple on/off switch.

The genome is the total
complement of DNA in the cell.



28

THE BASIS OF GENETIC ENGINEERING

Eukaryotic genomes may have a
range of different types of
repetitive sequences.

Table 2.3. | Genome size in some organisms

Organism Genome size (Mb)
Escherichia coli (bacterium) 4.6
Saccharomyces cerevisige (yeast) 12.1
Drosophila melanogaster (fruit fly) 150
Homo sapiens (man) 3000
Mus musculus (mouse) 3300
Nicotiana tabacum (tobacco) 4500
Triticum aestivum (wheat) 17000

Note: Genome sizes are given in megabase pairs (1 megabase =
1 x 10° bases).

2.6.1 Genome size and complexity

The amount of DNA in the haploid genome is known as the C-value.
It would seem reasonable to assume that genome size should increase
with increasing complexity of organisms, reflecting the greater num-
ber of genes required to facilitate this complexity. The data shown
in Table 2.3 show that, as expected, genome size does tend to
increase with organismal complexity. Thus, bacteria, yeast, fruit fly,
and human genomes fit this pattern. However, mouse, tobacco, and
wheat have much larger genomes than humans - this seems rather
strange, as intuitively we might assume that a wheat plant is not as
complex as a human being. Also, as E. coli has around 4000 genes,
it appears that the tobacco plant genome has the capacity to encode
4000000 genes, and this is certainly not the case, even allowing for
the increased size and complexity of eukaryotic genes. This anomaly
is sometimes called the C-value paradox.

In addition to the size of the genome, genome complexity also
tends to increase with more complex organisation. One way of study-
ing complexity involves examining the renaturation of DNA sam-
ples. If a DNA duplex is denatured by heating the solution until the
strands separate, the complementary strands will renature on cooling
(Fig. 2.10). This feature can be used to provide information about the
sequence complexity of the DNA in question, since sequences that are
present as multiple copies in the genome will renature faster than
sequences that are present as single copies only. By performing this
type of analysis, eukaryotic DNA can be shown to be composed of four
different abundance classes. First, some DNA will form duplex struc-
tures almost instantly, because the denatured strands have regions
such as inverted repeats or palindromes, which fold back on each
other to give a hairpin loop structure. This class is commonly known
as foldback DNA. The second fastest to re-anneal are highly repetitive
sequences, which occur many times in the genome. Following these
are moderately repetitive sequences, and finally there are the unique
or single-copy sequences, which rarely re-anneal under the condi-
tions used for this type of analysis. We will consider how repetitive
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AGTCCGTAT
AGTCCGTAT / AGTCCGTAT
_\ [TCAGGCATA]
[TCAGGCATA]
DNA duplex Denature by heating — The strands renature
the strands separate on cooling

The principle of nucleic acid hybridisation. This feature of DNA molecules is

a critical part of many of the procedures involved in gene manipulation and is also an
essential feature of life itself. Thus, the simple G- C and A - T base pairing (see Fig. 2.4)
has profound implications for living systems and for the applications of recombinant
DNA technology.

DNA sequence elements can be used in genome mapping and DNA
profiling in Chapters 10 and 12.

2.6.2 Genome organisation
The C-value paradox and the sequence complexity of eukaryotic
genomes raise questions about how genomes are organised. Viral and
bacterial genomes tend to show very efficient use of DNA for encod-
ing their genes, which is a consequence of (and explanation for) their
small genome size. However, in the human genome, only about 3% of
the total amount of DNA is actually coding sequence. Even when the
introns and control sequences are added, the majority of the DNA has  Most of the human genome is
no obvious function. This is sometimes termed ‘junk’ DNA, although  notinvolved in coding for
this is perhaps the wrong way to think about this apparently redun-  Proteins.
dant DNA.
Estimating the number of genes in a particular organism is not
an exact science, and a number of different methods may be used.
When the full genome sequence is determined, this obviously makes
gene identification much easier, although there are many cases where
gene coding sequences are recognised, but the protein products are
unknown in terms of their biological function.
Many genes in eukaryotes are single copy genes, and tend to be
dispersed across the multiple chromosomes found in eukaryotic cell
nuclei. Other genes may be part of multigene families, and may be
grouped at a particular chromosomal location or may be dispersed.
When studying gene organisation in the context of the genome itself, = Genome sequencing has greatly
features such as gene density, gene size, mRNA size, intergenic dis-  improved our understanding of
tance, and intron/exon sizes are important indicators. Early analysis ~ NOW genomes work.
of human DNA indicated that the ‘average’ size of a coding region is
around 1500 base pairs, and the average size of a gene is 10-15 kbp.
Gene density is about one gene per 40-45 kbp, and the intergenic
distance is around 25-30 kbp. However, as we have already seen, gene
structure in eukaryotes can be very complex, and thus using ‘average’
estimates is a little misleading. What is clear is that genomes are now
yielding much new information about gene structure and function as
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Analysis of the transcriptome
and proteome provides useful
information about which genes a
cell is expressing at any given
time.

genome sequencing projects generate more data and we enter what
is sometimes called the ‘post-genomic era’.

2.6.3 The transcriptome and proteome
We finish this look at molecular biology by introducing two more
‘-omes’ to complement the ‘genome’. These terms have become widely
used as researchers begin to delve into the bioinformatics of cells. The
transcriptome refers to the population of transcripts at any given
point in a cell’s life. This expressed subset of the genomic informa-
tion will be determnined by many factors affecting the status of the
cell. There will be general ‘housekeeping’ genes for basic maintenance
of cell function, but there may also be tissue-specific genes being
expressed, or perhaps developmentally regulated genes will be ‘on’ at
that particular point. Analysis of the transcriptome therefore gives a
good snapshot of what the cell is engaged in at that point in time.
The proteome is a logical extension to the genome and transcrip-
tome in that it represents the population of proteins in the cell. The
proteome will reflect the transcriptome to a much greater extent than
the transcriptome reflects the genome, although there will be some
transcripts that may not be translated efficiently, and there may be
proteins that persist in the cell when their transcripts have been
removed from circulation. Many biologists now accept that an under-
standing of the proteome is critical in developing a full understand-
ing of how cells work. Some even consider the proteome as the ‘holy
grail’ of cell biology, comparing it with the search for the unifying
theory in physics. The argument is that, if we understand how all the
proteins of a cell work, then surely we have a complete understanding
of cell structure and function? As with most things in biology, this is
unlikely to be a simple process, although the next few years will pro-
vide much excitement for biologists as the secrets of gene expression
are revealed in more detail.
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Chapter 3 summary

Aims

* To outline the requirements for working with nucleic acids

¢ To illustrate the range of techniques for isolation, handling,
and processing of nucleic acids

¢ To describe the principles of nucleic acid hybridisation, gel
electrophoresis, and DNA sequencing

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

* Basic laboratory requirements for gene manipulation
* Methods used to isolate nucleic acids

* Handling and quantifying DNA and RNA

¢ Labelling nucleic acids

¢ Separating nucleic acids by gel electrophoresis

¢ Principles of DNA sequencing

¢ DNA sequencing methods

* Requirements for large-scale DNA sequencing

Key words

Physical containment, biological containment, deproteinisation,
ribonuclease, affinity chromatography, gradient centrifugation,
microgram, nanogram, picogram, ethidium bromide,
precipitation, isopropanol, ethanol, radiolabelling, scintillation
counter, radioactive probe, specific activity, end labelling,
polynucleotide kinase, nick translation, DNA polymerase I,
DNase I, primer extension, oligonucleotide primer, Klenow
fragment, nucleic acid hybridisation, autoradiograph, gel
electrophoresis, polyanionic, agarose, polyacrylamide, SAGE,
PAGE, DNA sequencing, restriction mapping, nested fragments,
ordered sequencing strategy, shotgun sequencing,
dideoxynucleoside triphosphates.




Chapter 3

Working with nucleic acids

Before examining some of the specific techniques used in gene manip-
ulation, it is useful to consider the basic methods required for han-
dling, quantifying, and analysing nucleic acid molecules. It is often
difficult to make the link between theoretical and practical aspects of
a subject, and an appreciation of the methods used in routine work
with nucleic acids may be of help when the more detailed techniques
of gene cloning and analysis are described.

3.1 | Laboratory requirements

One of the striking aspects of gene manipulation technology is that
many of the procedures can be carried out with a fairly basic labo-
ratory setup. Although applications such as large-scale DNA sequenc-
ing and production-scale biotechnology require major facilities and
investment, it is still possible to do high-quality work within a ‘nor-
mal’ research laboratory. The requirements can be summarised under
three headings:

* General laboratory facilities
¢ Cell culture and containment
* Processing and analysis

General facilities include aspects such as laboratory layout and fur-
nishings, and provision of essential services such as water (including
distilled and/or deionised water sources), electrical power, gas, com-
pressed air, vacuum lines, drainage, and so forth. Most of the normal
services would be provided as part of any laboratory establishment
and present no particular difficulty and expense beyond the norm.
Cell culture and containment facilities are essential for grow-
ing the cell lines and organisms required for the research, with the
precise requirements depending on the type of work being carried
out. Most labs will require facilities for growing bacterial cells, with
the need for equipment such as autoclaves, incubators (static and
rotary), centrifuges, and protective cabinets in which manipulation
can be performed. Mammalian cell culture requires slightly more

Gene manipulation can be
carried out with relatively
modest laboratory facilities.
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The biology of gene manipulation
requires facilities for the growth,
containment, and processing of
different types of cells and
organisms.

Progress in science is dependent
on the creativity of good minds,

advances in technology, and the

state of current knowledge; it is
often constrained by availability

of funds.

sophisticated facilities, and plant or algal culture usually requires
integration of lighting into the culture cabinets. In many cases some
form of physical containment is required to prevent the escape of
organisms during manipulation. The overall level of containment
required depends on the type of host and vector being used, with the
combination providing (usually) a level of biological containment in
that the host is usually disabled and does not survive beyond the lab-
oratory. The overall containment requirements will usually be spec-
ified by national bodies that regulate gene manipulation, and these
may apply to bacterial and mammalian cell culture facilities. Thus,
a simple cloning experiment with E. coli may require only normal
microbiological procedures, whereas an experiment to clone human
genes using viral vectors in mammalian cell lines may require the
use of more stringent safety systems.

For processing and analysis of cells and cell components such as
DNA, there is a bewildering choice of different types of equipment.
At the most basic level, the type of automatic pipette and microcen-
trifuge tube can be important. A researcher struggling with pipettes
that don’t work properly, or with tubes that have caps that are very
hard to open, will soon get frustrated! At the other end of the scale,
equipment such as ultracentrifuges and automated DNA sequencers
may represent a major investment for the lab and need to be chosen
carefully. Much of the other equipment is (relatively) small and low-
cost, with researchers perhaps having a particular brand preference.

In addition to what might be termed infrastructure and equip-
ment, the running costs of a laboratory need to be taken into account
as this is likely to be a major part of the expenditure in any given
year after start-up. Funding for research is a major issue for anyone
embarking on a career in science, and the ability to attract significant
research funds is a major part of the whole process of science. A mid-
sized research team in a university (say three academic staff, five post-
doctoral research assistants, six PhD/MSc students, and four technical
staff) might easily cost in the region of a million pounds a year to run
when salary, overhead, equipment, and consumables are considered.
Thus, a significant part of a senior research scientist’s time may be
taken up with securing grants for various projects, often with no
guarantee of available long-term funding.

3.2 Isolation of DNA and RNA

Every gene manipulation experiment requires a source of nucleic
acid, in the form of either DNA or RNA. It is therefore important
that reliable methods are available for isolating these components
from cells. There are three basic requirements: (1) opening the cells in
the sample to expose the nucleic acids for further processing, (2) sep-
aration of the nucleic acids from other cell components, and (3) recov-
ery of the nucleic acid in purified form. A variety of techniques may
be used, ranging from simple procedures with few steps up to more
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complex purifications involving several different stages. These days
most molecular biology supply companies sell kits that enable purifi-
cation of nucleic acids from a range of sources.

The first step in any isolation protocol is disruption of the start-
ing material, which may be viral, bacterial, plant, or animal. The
method used to open cells should be as gentle as possible, prefer-
ably utilising enzymatic degradation of cell wall material (if present)
and detergent lysis of cell membranes. If more vigorous methods of
cell disruption are required (as is the case with some types of plant
cell material), there is the danger of shearing large DNA molecules,
and this can hamper the production of representative recombinant
molecules during subsequent processing.

Following cell disruption, most methods involve a deproteinisa-
tion stage. This can be achieved by one or more extractions using
phenol or phenol/chloroform mixtures. On the formation of an emul-
sion and subsequent centrifugation to separate the phases, protein
molecules partition into the phenol phase and accumulate at the
interface. The nucleic acids remain mostly in the upper aqueous phase
and may be precipitated from solution using isopropanol or ethanol
(see Section 3.3). Some techniques do not require the use of phenolic
mixtures and are safer and more pleasant to use than phenol-based
extraction media.

If a DNA preparation is required, the enzyme ribonuclease (RNase)
can be used to digest the RNA in the preparation. If mRNA is needed
for cDNA synthesis, a further purification can be performed by
affinity chromatography using oligo(dT)-cellulose to bind the poly(A)
tails of eukaryotic mRNAs (Fig. 3.1). This gives substantial enrichment
for mRNA and enables most of the contaminating DNA, rRNA, and
tRNA to be removed.

The technique of gradient centrifugation is often used to prepare
DNA, particularly plasmid DNA (pDNA). In this technique a caesium
chloride (CsCl) solution containing the DNA preparation is spun at
high speed in an ultracentrifuge. Over a long period (up to 48 h in
some cases) a density gradient is formed and the pDNA forms a band
at one position in the centrifuge tube. The band may be taken off and
the CsCl removed by dialysis to give a pure preparation of pDNA. As an
alternative to gradient centrifugation, size exclusion chromatography
(gel filtration) or similar techniques may be used.

3.3 Handling and quantification of nucleic acids

It is often necessary to use very small amounts of nucleic acid (typ-
ically micro-, nano-, or picograms) during a cloning experiment. It
is obviously impossible to handle these amounts directly, so most
of the measurements that are done involve the use of aqueous solu-
tions of DNA and RNA. The concentration of a solution of nucleic acid
can be determined by measuring the absorbance at 260 nm, using a
spectrophotometer. An Aygy of 1.0 is equivalent to a concentration of

Cells have to be opened to
enable nucleic acids to be
isolated; opening cells should be
done as gently as possible to
avoid shearing large DNA
molecules.

Once broken open, cell
preparations can be
deproteinised and the nucleic
acids purified by a range of
techniques. Some applications
require highly purified nucleic
acid preparations; some may be
able to use partially purified
DNA or RNA.

Solutions of nucleic acids are
used to enable very small
amounts to be handled easily,
measured, and dispensed.
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m Preparation of mRNA

by affinity chromatography using
oligo(dT)-cellulose. (a) Total RNA
in solution is passed through the
column in a high-salt buffer; and
the oligo(dT) tracts bind the
poly(A) tails of the mRNA. (b)
Residual RNA is washed away with
a high-salt buffer, and (c) the
mRNA is eluted by washing with a
low salt buffer. (d) The mRNA is
then precipitated under ethanol
and collected by centrifugation.

Nucleic acids can be
concentrated by using alcohol to
precipitate the DNA or RNA
from solution; the precipitate is
recovered by centrifugation and
can then be processed as
required.

Cellulose bead

(a)

RNA solution

Polyadenylated mRNA

(b) (c) (d) C——
l Ethanol supernatant—
4 )

; ; /

High-salt wash Low-salt wash mRNA

50 pwg ml~! for double-stranded DNA, or 40 g ml~! for single-
stranded DNA or RNA. If the Ajgy is also determined, the Ajg/Azso
ratio indicates if there are contaminants present, such as residual
phenol or protein. The Ayeo/Azs0 ratio should be around 1.8 for pure
DNA and 2.0 for pure RNA preparations.

In addition to spectrophotometric methods, the concentration of
DNA may be estimated by monitoring the fluorescence of bound
ethidium bromide. This dye binds between the DNA bases (interca-
lates) and fluoresces orange when illuminated with ultraviolet (uv)
light. By comparing the fluorescence of the sample with that of a
series of standards, an estimate of the concentration may be obtained.
This method can detect as little as 1-5 ng of DNA and may be used
when uv-absorbing contaminants make spectrophotometric measure-
ments impossible. Having determined the concentration of a solu-
tion of nucleic acid, any amount (in theory) may be dispensed by
taking the appropriate volume of solution. In this way nanogram or
picogram amounts may be dispensed with reasonable accuracy.

Precipitation of nucleic acids is an essential technique that is
used in a variety of applications. The two most commonly used pre-
cipitants are isopropanol and ethanol, ethanol being the preferred
choice for most applications. When added to a DNA solution in a ratio,
by volume, of 2:1 in the presence of 0.2 M salt, ethanol causes the
nucleic acids to come out of solution. Although it used to be thought
that low temperatures (—20°C or —70°C) were necessary, this is not an
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absolute requirement, and 0°C appears to be adequate. After precip-
itation the nucleic acid can be recovered by centrifugation, which
causes a pellet of nucleic acid material to form at the bottom of the
tube. The pellet can be dried and the nucleic acid resuspended in the
buffer appropriate to the next stage of the experiment.

3.4 Labelling of nucleic acids

A major problem encountered in many cloning procedures is that
of keeping track of the small amounts of nucleic acid involved. This
problem is magnified at each stage of the process, because losses
mean that the amount of material usually diminishes after each step.
One way of tracing the material is to label the nucleic acid with a
marker of some sort, so that the material can be identified at each
stage of the procedure. So what can be used as the label?

3.4.1 Types of label — radioactive or not?

Radioactive tracers have been used extensively in biochemistry and
molecular biology for a long time, and procedures are now well estab-
lished. The most common isotopes used are tritium (*H), carbon-14
(**C), sulphur-35 (*S), and phosphorus-32 (32P). Tritium and *C are
low-energy emitters, with 3°S being a ‘medium*energy emitter and
32P being a high-energy emitter. Thus, 2P is more hazardous than
the other isotopes and requires particular care in use. There are also
strict statutory requirements for the storage and disposal of radioac-
tive waste materials. Partly because of the inherent dangers of work-
ing with high-energy isotopes, the use of alternative technologies such
as fluorescent dyes, or enzyme-linked labels, has become popular in
recent years. Although these methods do offer advantages for partic-
ular applications (such as DNA sequencing), for routine tracing exper-
iments a radioactive label is still often the preferred choice. In this
case the term radiolabelling is often used to describe the technique.

One way of tracing DNA and RNA samples is to label the nucleic
acid with a radioactive molecule (usually a deoxynucleoside triphos-
phate (ANTP), labelled with 3H or 32P), so that portions of each reaction
may be counted in a scintillation counter to determine the amount
of nucleic acid present. This is usually done by calculation, taking
into account the amount of radioactivity present in the sample.

A second application of radiolabelling is in the production of
highly radioactive nucleic acid molecules for use in hybridisation
experiments. Such molecules are known as radioactive probes and
have a variety of uses (see Sections 3.5 and 8.2). The difference between
labelling for tracing purposes and labelling for probes is largely one of
specific activity, that is, the measure of how radioactive the molecule
is. For tracing purposes, a low specific activity will suffice, but for
probes a high specific activity is necessary. In probe preparation the
radioactive label is usually the high-energy R-emitter *2P. Some com-
mon methods of labelling nucleic acid molecules are described next.

Radioactive isotopes are often
used to label nucleic acids,
although they are more
hazardous than non-radioactive
labelling methods.

Radioactive probes are very
useful for identifying specific
DNA or RNA sequences.
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PNK
(a) (b)

HO—T7TT1T7T7TT OH I
HoLLL1 11111 oy L1111 1111 of

End labelling DNA using polynucleotide kinase (PNK). (a) DNA is
dephosphorylated using phosphatase to generate 5'-OH groups. (b) The terminal
phosphate of [y-32P]ATP (solid circle) is then transferred to the 5’ terminus by PNK.
The reaction can also occur as an exchange reaction with 5'-phosphate termini.

3.4.2 End labelling

In the end labelling technique, the enzyme polynucleotide kinase is
used to transfer the terminal phosphate group of ATP onto 5-hydroxyl
termini of nucleic acid molecules. If the ATP donor is radioactively
labelled, this produces a labelled nucleic acid of relatively low specific
activity, as only the termini of each molecule become radioactive
(Fig. 3.2).

3.4.3 Nick translation

Nick translation relies on the ability of the enzyme DNA polymerase
I (see Section 4.2.2) to translate (move along the DNA) a nick cre-
ated in the phosphodiester backbone of the DNA double helix. Nicks
may occur naturally or may be caused by a low concentration of the
nuclease DNase I in the reaction mixture. DNA polymerase I catalyses
a strand-replacement reaction that incorporates new dNTPs into the
DNA chain. If one of the dNTPs supplied is radioactive, the result is
a highly labelled DNA molecule (Fig. 3.3).

(@) s I e e
LI, by

LI
3/||

Nick

(b) DNA pol I
—

N Site of nick

Labelling DNA by nick translation. (a) A single-strand nick is introduced into
the phosphodiester backbone of a DNA fragment using DNase I. (b)) DNA polymerase |

then synthesises a copy of the template strand, degrading the non-template strand with
its 5'— 3" exonuclease activity. If [x-32P]dNTP is supplied this will be incorporated into
the newly synthesised strand (solid circles).
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Primer
DNA pol I (Klenow)
—
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I
Primer

Labelling DNA by primer extension (oligolabelling). (a) DNA is denatured to
give single-stranded molecules. (b) An oligonucleotide primer is then added to give a

short double-stranded region with a free 3’-OH group. (c) The Klenow fragment of
DNA polymerase | can then synthesise a copy of the template strand from the primer,
incorporating [o-32P]dNTP (solid circles) to produce a labelled molecule with a very
high specific activity.

344 Labelling by primer extension

Labelling by primer extension refers to a technique that uses ran-
dom oligonucleotides (usually hexadeoxyribonucleotide molecules -
sequences of six deoxynucleotides) to prime synthesis of a DNA strand
by DNA polymerase. The DNA to be labelled is denatured by heat-
ing, and the oligonucleotide primers annealed to the single-stranded
DNAs. The Klenow fragment of DNA polymerase (see Section 4.2.2) can
then synthesise a copy of the template, primed from the 3’-hydroxyl
group of the oligonucleotide. If a labelled dNTP is incorporated, DNA
of very high specific activity is produced (Fig. 3.4).

In a radiolabelling reaction it is often desirable to separate the
labelled DNA from the unincorporated nucleotides present in the
reaction mixture. A simple way of doing this is to carry out a small-
scale gel filtration step using a suitable medium. The whole process
can be carried out in a Pasteur pipette, with the labelled DNA coming
through the column first, followed by the free nucleotides. Fractions
can be collected and monitored for radioactivity, and the data used
to calculate total activity of the DNA, specific activity, and percentage
incorporation of the isotope.

3.5 Nucleic acid hybridisation

In addition to providing information about sequence complexity (as
discussed in Section 2.6.1), nucleic acid hybridisation can be used
as an extremely sensitive detection method, capable of picking out
specific DNA sequences from complex mixtures. Usually a single pure
sequence is labelled with 2P and used as a probe. The probe is dena-
tured before use so that the strands are free to base-pair with their

In most labelling reactions not all
the radioactive dNTP is
incorporated into the target
sequence, and non-incorporated
isotope is usually removed
before using the probe.

The simple base-pairing
relationship between
complementary sequences has
very far-reaching consequences —
both for the cell and its
functioning and for the scientist
who wishes to exploit this
feature.
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m A typical system used

for agarose gel electrophoresis.

therefore, the technique is
sometimes called submerged
agarose gel electrophoresis (SAGE).
Nucleic acid samples placed in the
gel will migrate towards the
positive electrode as indicated by

the horizontal arrow.

The gel is just covered with buffer;

Separation of biomolecules by
gel electrophoresis is one of the
most powerful techniques in
molecular biology.

To power supply

A

Buffer Platinum

electrode

complements. The DNA to be probed is also denatured and is usually
fixed to a supporting membrane made from nitrocellulose or nylon.
Hybridisation is carried out in a sealed plastic bag or tube at 65-68°C
for several hours to allow the duplexes to form. The excess probe is
then washed off and the degree of hybridisation can be monitored
by counting the sample in a scintillation spectrometer or by prepar-
ing an autoradiograph, where the sample is exposed to X-ray film.
Some of the applications of nucleic acid hybridisation as a method
for identifying cloned DNA fragments will be discussed in Chapter 8.

3.6| Gel electrophoresis

The technique of gel electrophoresis is vital to the genetic engineer,
as it represents the main way by which nucleic acid fragments may
be visualised directly. The method relies on the fact that nucleic acids
are polyanionic at neutral pH; that is, they carry multiple negative
charges because of the phosphate groups on the phosphodiester back-
bone of the nucleic acid strands. This means that the molecules will
migrate towards the positive electrode when placed in an electric
field. As the negative charges are distributed evenly along the DNA
molecule, the charge/mass ratio is constant; thus, mobility depends
on fragment length. The technique is carried out using a gel matrix,
which separates the nucleic acid molecules according to size. A typi-
cal nucleic acid electrophoresis setup is shown in Fig. 3.5.

The type of matrix used for electrophoresis has important conse-
quences for the degree of separation achieved, which is dependent
on the porosity of the matrix. Two gel types are commonly used:
agarose and polyacrylamide. Agarose is extracted from seaweed and
can be purchased as a dry powder that is melted in buffer at an
appropriate concentration, normally in the range 0.3-2.0% (w/v). On
cooling, the agarose sets to form the gel. Agarose gels are usually run
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Table 3.1. | Separation characteristics for agarose and
polyacrylamide gels

Separation range

Gel type (base pairs)
0.3% agarose 50000 to 1000
0.7% agarose 20000 to 300
|.4% agarose 6000 to 300
4% polyacrylamide | 000 to 100
|0% polyacrylamide 500 to 25

20% polyacrylamide 50 to |

Source: From Schleif and Wensimk (1981), Practical Methods in Molecu-
lar Biology, Springer-Verlag, New York. Reproduced with permission.

in the apparatus shown in Fig. 3.5, using the submerged agarose gel
electrophoresis (SAGE) technique. Polyacrylamide-based gel electro-
phoresis (PAGE) is sometimes used to separate small nucleic acid mole-
cules; in applications such as DNA sequencing (see Section 3.7), as
the pore size is smaller than that achieved with agarose. The useful
separation ranges of agarose and polyacrylamide gels are shown in
Table 3.1.

Electrophoresis is carried out by placing the nucleic acid samples
in the gel and applying a potential difference across it. This potential
difference is maintained until a marker dye (usually bromophenol
blue, added to the sample prior to loading) reaches the end of the gel.
The nucleic acids in the gel are usually visualised by staining with the
intercalating dye ethidium bromide and examining under uv light.
Nucleic acids show up as orange bands, which can be photographed
to provide a record (Fig. 3.6). The data can be used to estimate the
sizes of unknown fragments by construction of a calibration curve
using standards of known size, as migration is inversely proportional
to the logyy of the number of base pairs. This is particularly useful in
the technique of restriction mapping (see Section 4.1.3).

In addition to its use in the analysis of nucleic acids, PAGE is used
extensively for the analysis of proteins. The methodology is different
from that used for nucleic acids, but the basic principles are simi-
lar. One common technique is SDS-PAGE, in which the detergent SDS
(sodium dodecyl sulphate) is used to denature multisubunit proteins
and cover the protein molecules with negative charges. In this way
the inherent charge of the protein is masked, and the charge/mass
ratio becomes constant. Thus, proteins can be separated according to
their size in a similar way to DNA molecules.

3.7 DNA sequencing

The ability to determine the sequence of bases in DNA is a central part
of modern molecular biology and provides what might be considered
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kbp
23.1

0.56——

m Black-and-white photograph of an agarose gel, stained with ethidium bromide,
under uv irradiation. The DNA samples show up as orange smears or as orange bands
on a purple background. Individual bands (lane ) indicate discrete fragments of DNA —
in this case, the fragments are of phage A DNA cut with the restriction enzyme HindlIl.
The sizes of the fragments (in kbp) are indicated. The remaining lanes contain samples of
DNA from an alga, cut with various restriction enzymes. Because of the heterogeneous
nature of these samples, the fragments merge into one another and show up as a smear
on the gel. Samples that have migrated farthest (lanes 3, 4, 5, 9, and 10) are made up of
smaller fragments than those that have remained near the top of the gel (lanes 2, 7, 8,
and 11). Photograph courtesy of Dr N. Urwin.

the ultimate structural information. Rapid methods for sequence ana-
lysis were developed in the late 1970s, and the technique is now used
in laboratories worldwide. In recent years the basic techniques have
been revolutionised by automation, which has improved the efficiency
of sequencing to the point where genome sequencing is possible.

3.7.1 Principles of DNA sequencing

By definition, the determination of a DNA sequence requires that
the bases are identified in a sequential technique that enables the
processive identification of each base in turn. There are three main
requirements for this to be achieved:

* DNA fragments need to be prepared in a form suitable for sequenc-
ing.
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¢ The technique used must achieve the aim of presenting each base
in turn in a form suitable for identification.

¢ The detection method must permit rapid and accurate identifica-
tion of the bases.

Generation and preparation of DNA fragments is fairly simple on
a purely technical level. The fragments are often cloned sequences
that are presented for sequencing in a suitable vector; with careful
attention to detail, this can be achieved quite easily. Much more dif-
ficult is the ‘informatic problem’ of knowing where the fragment is
within the genome; there are basically two approaches to solving this
problem, which will be described in Section 3.7.2.

The sequencing protocol is essentially a technical procedure rather
than an experimental one. There are several variants of the basic pro-
cedure, but the most widely used techniques are based on the enzy-
matic method (described in more detail in Section 3.7.4). Whatever
the method, the desired result is to generate a set of overlapping
fragments that terminate at different bases and differ in length by
one nucleotide. This is known as a set of nested fragments.

Assuming that the technique has generated a set of nested frag-
ments, the detection step is the final stage of the sequencing proce-
dure. This usually involves separation of the fragments on a polyacry-
lamide gel. Slab gels, in which fragments are radioactively labelled,
generate an autoradiograph. Automated sequencing procedures tend
to use fluorescent labels and a continuous electrophoresis to separate
the fragments, which are identified as they pass a detector.

There are two main methods for sequencing DNA. In one method,
developed by Allan Maxam and Walter Gilbert, chemicals are used to
cleave the DNA at certain positions, generating a set of fragments that
differ by one nucleotide. The same result is achieved in a different way
in the second method, developed by Fred Sanger and Alan Coulson,
which involves enzymatic synthesis of DNA strands that terminate in
a modified nucleotide. Analysis of fragments is similar for both meth-
ods and involves gel electrophoresis and autoradiography (assuming
that a radioactive label has been used). The enzymatic method (and
variants of the basic technique) has now almost completely replaced
the chemical method as the technique of choice, although there are
some situations where chemical sequencing can provide useful data
to confirm information generated by the enzymatic method.

As already mentioned, fluorographic detection methods can be
used in place of radioactive isotopes. This is particularly important
in DNA sequencing, as it speeds up the process and enables the tech-
nique to be automated. We will look at this in more detail in Chap-
ter 10 when we consider genome sequencing.

3.7.2 Preparation of DNA fragments

The difficulty of preparing a fragment for sequencing is largely depen-
dent on the scale of the sequencing project. If the aim is to sequence
part of a gene that has already been isolated and identified, the
process is relatively straightforward and usually requires that the

The principles on which DNA
sequencing is based are fairly
simple; the procedures required
to achieve the desired result are
rather more complex.

Two rapid sequencing techniques
were developed in the 1970s: the
chemical method and the
enzymatic method. Modern
DNA-sequencing technologies
are based on the enzymatic
method.
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The strategy employed to tackle
large-scale sequencing projects
depends on a number of factors,
but essentially comes down to a
choice between the ‘ordered’
and ‘shotgun’ approaches.

() (%)

Chromosome Chromosome

Large fragments

Smaller fragments S = —

N Fragments ready for sequencing
Sequence
... AGTCGATAC GATCTTGAT. . .
GCTATGACGT TGCGCTAGAA
Match overlaps in order Search for overlaps I

and construct sequence

Two strategies for sequencing large stretches of DNA. (a) An ordered
approach is shown, where the relative positions of the cloned fragments is known. This
approach uses data from physical maps to enable clones to be assigned to particular
parts of the chromosome. By extending this approach as cloned fragments become
smaller (and ultimately reach sequencing size), the sequence data can be assembled as a
set of ordered fragment sequences. This approach is sometimes called the clone contig
method. (b) The shotgun approach is shown. Here there is no attempt to determine the
relative positional order of the sequenced fragments. Instead, the fragments are
generated and sequenced randomly, with the resulting sequence being assembled by
matching up regions of sequence overlap. The two approaches have their own merits;
the ordered approach is more difficult at the stage of cloning and sequencing, but

assembling the sequence is a little simpler than in the shotgun method.

fragment is of a suitable length and in a suitable form for the sequenc-
ing procedure in use. If, however, the aim is to sequence a much larger
piece of DNA (such as an entire chromosome), the problem is much
greater. In this case the sequencing strategy is important, and there
are two approaches to this. The first is an ordered sequencing strategy
(often called the ‘clone-by-clone’ or ‘clone contig’ method; contig is an
abbreviation of contiguous). The fragments are tracked as part of the
strategy, and their relative order is noted as the project progresses.
The sequence is put together by reference to the order of the frag-
ments. The second approach is the so-called shotgun sequencing
method, where the fragments are generated and processed at ran-
dom. Assembly of the sequence is then carried out by searching for
sequence overlaps using a computer. The two strategies are shown in
Fig. 3.7.

3.7.3 Maxam-Gilbert (chemical) sequencing

A defined fragment of DNA is required as the starting material. This
need not be cloned in a plasmid vector, so the technique is applicable
to any DNA fragment. The DNA is radiolabelled with 32P at the 5’ ends
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A series of nested fragments
is produced
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of each strand, and the strands are denatured, separated, and purified
to give a population of labelled strands for the sequencing reactions
(Fig. 3.8). The next step is a chemical modification of the bases in the
DNA strand. This is done in a series of four or five reactions with
different specificities, and the reaction conditions are chosen so that,
on average, only one modification will be introduced into each copy
of the DNA molecule. The modified bases are then removed from
their sugar groups and the strands cleaved at these positions using
the chemical piperidine. The theory is that, given the large number
of molecules and the different reactions, this process will produce a
set of nested fragments.

3.7.4 Sanger—Coulson (dideoxy or enzymatic) sequencing

Although the end result is similar to that attained by the chemical
method, the Sanger-Coulson procedure is totally different from that
of Maxam and Gilbert. In this case a copy of the DNA to be sequenced
is made by the Klenow fragment of DNA polymerase (see Section 4.2.4).
The template for this reaction is single-stranded DNA, and a primer
must be used to provide the 3’ terminus for DNA polymerase to begin
synthesising the copy (Fig. 3.9). The production of nested fragments
is achieved by the incorporation of a modified dNTP in each reaction.
These dNTPs lack a hydroxyl group at the 3’ position of deoxyribose,
which is necessary for chain elongation to proceed. Such modified
dNTPs are known as dideoxynucleoside triphosphates (ddNTPs). The

SRR N DNA sequencing using

the chemical (Maxam—Gilbert)
method.

(a) Radiolabelled single-stranded
DNA is produced. (b) The bases in
the DNA are chemically modified
and removed, with, on average,
one base being affected per
molecule. (c) The phosphodiester
backbone is then cleaved using
piperidine. (d) The process
produces a set of fragments
differing in length by one
nucleotide, labelled at their

5’ termini.




46

THE BASIS OF GENETIC ENGINEERING

(“)5IIIIIIIIIIIIIIIIIIIIIIIIII3
HO 5
Primer
Klenow
<
b / 3
) 5 TTTTTTTTTI
A T ™’
| [ ——
Primer
o s MTTTTTTTTT
I T O I Y
- J
Primer
(d)
-0—0—{] Series of nested fragments terminating
—-0-0—01 with ddN'TPs
—eo0—01
-0-0—0—0—
—o0—00—_1
-—0—0—0L
—-O0—0O0——0—00—-1
—O0—0—0—0——0—{

*—0—0—0 0

DNA sequencing using the dideoxy chain termination (Sanger—Coulson)
method. (a) A primer is annealed to a single-stranded template and (b) the Klenow
fragment of DNA polymerase | is used to synthesise a copy of the DNA. A radiolabelled
dNTP (often [o-3>S]dNTP, solid circles) is incorporated into the DNA. (c) Chain
termination occurs when a dideoxynucleoside triphosphate (ddNTP) is incorporated. (d)
A series of four reactions, each containing one ddNTP in addition to the four dNTPs
required for chain elongation, generates a set of radiolabelled nested

fragments.

four ddNTPs (A, G, T, and C forms) are included in a series of four
reactions, each of which contains the four normal dNTPs. The con-
centration of the dideoxy form is such that it will be incorporated
into the growing DNA chain infrequently. Each reaction, therefore,
produces a series of fragments terminating at a specific nucleotide,
and the four reactions together provide a set of nested fragments. The
DNA chain is labelled by including a radioactive dNTP in the reaction
mixture. This is usually [«-*>S]JdATP, which enables more sequence to
be read from a single gel than the 32P-labelled dNTPs that were used
previously.

The generation of fragments for dideoxy sequencing is more com-
plicated than for chemical sequencing and usually involves sub-
cloning into different vectors. Many plasmid vectors are now avail-
able (see Section 5.2), and some types can be used directly for DNA-
sequencing experiments. Another method is to clone the DNA into a
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Reading a DNA sequence. (a) An autoradiograph of part of a sequencing gel,
and (b) a tracing of the autoradiograph. Each lane corresponds to a reaction containing
one of the four ddNTPs used in the chain-termination technique for DNA sequencing.
The sequence is read from the bottom of the gel, each successive fragment being one
nucleotide longer than the preceding one. Several hundred bases can be read from a
good autoradiograph, although there may be regions that are not clear and thus need to
be reprocessed. Usually any given piece of DNA is sequenced several times to ensure
that the best data possible are obtained. Photograph courtesy of Dr N. Urwin.

vector such as the bacteriophage M13 (see Section 5.3.3), which pro-
duces single-stranded DNA during infection. This provides a suitable
substrate for the sequencing reactions.

3.7.5 Electrophoresis and reading of sequences

Separation of the DNA fragments created in sequencing reactions is
achieved by PAGE. For the standard lab procedure (small-scale non-
automated), a single gel system is used. The gels usually contain 6-20%
polyacrylamide and 7 M urea, which acts as a denaturant to reduce
the effects of DNA secondary structure. This is important because
fragments that differ in length by only one base are being separated.
The gels are very thin (0.5 mm or less) and are run at high-power
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Sequencing technology had to be
improved by orders of
magnitude in order to tackle
genome-sequencing projects
within realistic time frames.

settings, which causes them to heat up to 60-70°C. This also helps to
maintain denaturing conditions. Sometimes two lots of samples are
loaded onto the same gel at different times to maximise the amount
of sequence information obtained.

After the gel has been run, it is removed from the apparatus and
may be dried onto a paper sheet to facilitate handling. It is then
exposed to X-ray film. The emissions from the radioactive label sensi-
tise the silver grains, which turn black when the film is developed and
fixed. The result is known as an autoradiograph (Fig. 3.10(a)). Reading
the autoradiograph is straightforward - the sequence is read from
the smallest fragment upwards, as shown in Fig. 3.10(b). Using this
method, sequences of up to several hundred bases may be read from
single gels. The sequence data are then compiled and studied using
a computer, which can perform analyses such as translation into
amino acid sequences and identification of restriction sites, regions
of sequence homology, and other structural motifs such as promoters
and control regions.

3.7.6  Automation of DNA sequencing

One of the major advances in technology that enabled sequencing to
move from single-gel lab-based systems up to large-scale ‘production
line’ sequencing was the automation of many parts of the process.
Whereas a good lab scientist or technician could sequence maybe
a few hundred bases per day, this was not going to solve the prob-
lem of determining genome sequences as opposed to gene sequences.
Improving the technology by orders of magnitude was required. This
was achieved by improvements in sample preparation and handling,
with robotic processing enabling high-volume throughput. In a simi-
lar way the automation of the sequencing reactions, and linear con-
tinuous capillary electrophoresis techniques, enabled scale-up of the
sequence-determination stage of the process.

In addition to the challenges of sequence determination, a parallel
challenge lay in the need to develop sufficient computing power to
deal with the vast amounts of data generated by the newly improved
technologies employed in genome sequencing. In fact, it could be
argued that the most critical part of the whole process is the data
analysis side of things - without the ability to interrogate sequence
data, the sequence remains essentially silent. These aspects will be
dealt with in more detail when we look at bioinformatics in Chapter
9 and genome sequencing in Chapter 10.
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Chapter 4 summary

Aims

* To outline the range of enzymes used in gene manipulation

* To describe the mode of action and uses of type II restriction
enzymes

* To describe the mode of action and uses of a range of DNA
modifying enzymes

¢ To describe the mode of action and use of DNA ligase

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

* The various groups of enzymes used in gene manipulation

* Type II restriction endonucleases

* Restriction mapping

* Endonucleases, exonucleases, polymerases, and end-modifying
enzymes

* Reverse transcriptase

DNA ligase

Key words

Enzyme, restriction enzyme, restriction-modification system,
methylation, recognition sequence, nuclease, endonucleases,
Escherichia coli, Bacillus amyloliquefaciens, blunt ends, sticky ends,
restriction mapping, DNA modifying enzymes, exonucleases,
Bal 31, exonuclease III, deoxyribonuclease I, S;-nuclease,
ribonuclease, DNA polymerase I, Klenow fragment, reverse
transcriptase, complementary DNA, alkaline phosphatase,
polynucleotide kinase, terminal transferase, DNA ligase,
polymerase chain reaction.




Chapter 4

The tools of the trade

As well as having what might be termed a good ‘infrastructure’ (a
good laboratory setup, with access to various essential items of equip-
ment), the genetic engineer needs to be able to cut and join DNA from
different sources. This is the essence of creating recombinant DNA in
the test tube. In addition, certain modifications to the DNA may have
to be carried out during the various steps required to produce, clone,
and identify recombinant DNA molecules. The tools that enable these
manipulations to be performed are enzymes, which are purified from
a wide range of organisms and can be bought from various suppliers.
In this chapter we will have a look at some of the important classes
of enzymes that make up the genetic engineer’s toolkit.

4.1 | Restriction enzymes — cutting DNA

The restriction enzymes, which cut DNA at defined sites, represent
one of the most important groups of enzymes for the manipulation of
DNA. These enzymes are found in bacterial cells, where they function
as part of a protective mechanism called the restriction-modification
system. In this system the restriction enzyme hydrolyses any exoge-
nous DNA that appears in the cell. To prevent the enzyme acting on
the host cell DNA, the modification enzyme of the system (a methy-
lase) modifies the host DNA by methylation of particular bases in
the restriction enzyme’s recognition sequence, which prevents the
enzyme from cutting the DNA.

Restriction enzymes are of three types (I, II, or III). Most of the
enzymes commonly used today are type II enzymes, which have the
simplest mode of action. These enzymes are nucleases (see Section
4.2.1), and as they cut at an internal position in a DNA strand (as
opposed to beginning degradation at one end) they are known as
endonucleases. Thus, the correct designation of such enzymes is that
they are type II restriction endonucleases, although they are often
simply called restriction enzymes. In essence they may be thought of
as molecular scissors.

Restriction enzymes act as a
‘protection’ system for bacteria
in that they hydrolyse exogenous
DNA that is not methylated by
the host modification enzyme.
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Restriction enzymes are named
according to the bacterium from
which they are purified.

Different restriction enzymes
generate different ranges of
DNA fragment sizes; the size of
fragment is linked to the
frequency of occurrence of the
recognition sequence.

@ ®)

end-on view

of DNA helix

enzyme

Binding of the restriction enzyme BamHI to the DNA helix. This shows how
the enzyme wraps around the helix to facilitate hydrolysis of the phosphodiester
linkages. (a, b) Different views with respect to the axis of the helix. This illustrates the
very close relationship between structure and function in biology. Generated using
RasMol molecular modelling software (Roger Sayle, Public Domain). From Nicholl
(2000), Cell & Molecular Biology, Advanced Higher Monograph Series, Learning and
Teaching Scotland. Reproduced with permission.

4.1.1  Type Il restriction endonucleases

Restriction enzyme nomenclature is based on a number of conven-
tions. The generic and specific names of the organism in which the
enzyme is found are used to provide the first part of the designa-
tion, which comprises the first letter of the generic name and the
first two letters of the specific name. Thus, an enzyme from a strain
of Escherichia coli is termed Eco, one from Bacillus amyloliquefa-
ciens is Bam, and so on. Further descriptors may be added, depend-
ing on the bacterial strain involved and on the presence or absence
of extrachromosomal elements. Two widely used enzymes from the
aforementioned bacteria are EcoRI and BamHI. The binding of BamHI
to its recognition sequence is shown in Fig. 4.1.

The value of restriction endonucleases lies in their specificity. Each
particular enzyme recognises a specific sequence of bases in the DNA,
the most common recognition sequences being four, five, or six base
pairs in length. Thus, given that there are four bases in the DNA, and
assuming a random distribution of bases, the expected frequency of
any particular sequence can be calculated as 4", where n is the length
of the recognition sequence. This predicts that tetranucleotide sites
will occur every 256 base pairs, pentanucleotide sites every 1024 base
pairs, and hexanucleotide sites every 4096 base pairs. There is, as
one might expect, considerable variation from these values, but gen-
erally the fragment lengths produced will lie around the calculated
value. Thus, an enzyme recognising a tetranucleotide sequence (some-
times called a ‘four-cutter’) will produce shorter DNA fragments than
a six-cutter. Some of the most commonly used restriction enzymes
are listed in Table 4.1, with their recognition sequences and cutting
sites.
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Table 4.1. | Recognition sequences and cutting sites for some
restriction endonucleases

Enzyme Recognition sequence Cutting sites Ends

BamH 5'-GGATCC-3 G'GATCC 5
CCTAGG

EcoR| 5/-GAATTC-3' GAATTC &
CTTAAG

Haelll 5-GGCC-¥ GG'CC Blunt
CCGG

Hpal 5-GTTAAC-3 GTTAAC Blunt
CAATTG

Pstl 5-CTGCAG-3 CTGCAG 3
GACGTC

Sau3A 5'-GATC-3' GATC 5
CTAG,

Smal 5-CCCGGG-3 CCC'GGG Blunt
GGGLCC

Sstl 5-GAGCTC-3 GAGCT'C 3
CTCGAG

Xmal 5-CCCGGG-3 c'ccGGa 5
GGGCCLC

Note: The recognition sequences are given in single-strand form, written
5'—3’. Cutting sites are given in double-stranded form to illustrate the
type of ends produced by a particular enzyme; 5" and 3’ refer to 5- and 3’
protruding termini, respectively. The point at which the phosphodiester
bonds are broken is shown by the arrow on each strand of the recognition
sequence.

4.1.2  Use of restriction endonucleases

Restriction enzymes are very simple to use — an appropriate amount
of enzyme is added to the target DNA in a buffer solution, and the
reaction is incubated at the optimum temperature (usually 37°C) for
a suitable length of time. Enzyme activity is expressed in units, with
one unit being the amount of enzyme that will cleave one microgram
of DNA in one hour at 37°C. Although most experiments require com-
plete digestion of the target DNA, there are some cases where various
combinations of enzyme concentration and incubation time may be
used to achieve only partial digestion (see Section 6.3.2).

The type of DNA fragment that a particular enzyme produces de-
pends on the recognition sequence and on the location of the cutting
site within this sequence. As we have already seen, fragment length
is dependent on the frequency of occurrence of the recognition se-
quence. The actual cutting site of the enzyme will determine the
type of ends that the cut fragment has, which is important with
regard to further manipulation of the DNA. Three types of fragment

One very useful feature of
restriction enzymes is that they
can generate cohesive or ‘sticky’
ends that can be used to join
DNA from two different sources
together to generate
recombinant DNA molecules.
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m Types of ends generated ()  Haelll Pstl EcoRI

by different restriction enzymes.
(a) The enzymes are listed, with , , , , , ,

. . (b) 5’-GGCC-3 5’-CTGCAG-3 5"-GAATTC-3
their (b) recognition sequences
and (c) cutting sites, respectively. 4 .

© g P . y GGICC CTGCAlG (1lAATT(,
(d) A schematic representation of () CCGG GACGTC CTTAAG
the types of ends generated is also T T T
shown.
727 o
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Blunt 3’-protruding 5’-protruding

may be produced: (1) blunt ends (sometimes known as flush-ended
fragments), (2) fragments with protruding 3’ ends, and (3) fragments
with protruding 5 ends. An example of each type is shown in Fig. 4.2.

Enzymes such as PstI and EcoRI generate DNA fragments with cohe-
sive or ‘sticky’ ends, as the protruding sequences can base pair with
complementary sequences generated by the same enzyme. Thus, by
cutting two different DNA samples with the same enzyme and mixing
the fragments together, recombinant DNA can be produced, as shown
in Fig. 4.3. This is one of the most useful applications of restriction
enzymes and is a vital part of many manipulations in genetic engi-
neering.

Generation of Insert DNA
recombinant DNA. DNA
fragments from different sources
can be joined together if they have
cohesive (‘sticky’) ends, as
produced by many restriction
enzymes. On annealing the
complementary regions, the

phosphodiester backbone is sealed '\ /
using DNA ligase.

Fragments joined together by
DNA ligase acting on cohesive ends

Vector DNA (a plasmid in this case)
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Table 4.2. | Digestion of a 15 kbp DNA fragment with three
restriction enzymes

BamHI +
BamHI + BamHl  EcoRl + EcoRIl +
BamHI  EcoRl  Pstl  EcoRl ~+ Pstl Pstl Pstl
|4 12 8 [ 8 7 6
| 3 7 3 6 5 5
| | 3 3
|

Note: Data shown are lengths (in kbp) of fragments that are produced on
digestion of a 15 kbp DNA fragment with the enzymes BamHI, EcoRI, and PstI.
Single, double, and triple digests were carried out as indicated. Fragments
produced by each digest are listed in order of length.

4.1.3 Restriction mapping
Most pieces of DNA will have recognition sites for various restriction
enzymes, and it is often beneficial to know the relative locations of
some of these sites. The technique used to obtain this information
is known as restriction mapping. This involves cutting a DNA frag-  , physical map of a piece of
ment with a selection of restriction enzymes, singly and in various  pNA can be assembled by
combinations. The fragments produced are run on an agarose gel  determining where the
and their sizes determined. From the data obtained, the relative loca-  restriction enzyme recognition
tions of the cutting sites can be worked out. A fairly simple exam-  sequences are relative to each
ple can be used to illustrate the technique, as outlined in the fol- ~ other: this is known as
lowing. restriction mapping.
Let us say that we wish to map the cutting sites for the restric-
tion enzymes BamHI, EcoRl, and Pstl, and that the DNA fragment of
interest is 15 kb in length. Various digestions are carried out, and
the fragments arising from these are analysed and their sizes deter-
mined. The results obtained are shown in Table 4.2. As each of the
single enzyme reactions produces two DNA fragments, we can con-
clude that the DNA has a single cutting site for each enzyme. The
double digests enable a map to be drawn up, and the triple digest
confirms this. Construction of the map is outlined in Fig. 4.4.

4.2 DNA modifying enzymes

Restriction enzymes (described earlier) and DNA ligase (Section 4.3)
provide the cutting and joining functions that are essential for the
production of recombinant DNA molecules. Other enzymes used in
genetic engineering may be loosely termed DNA modifying enzymes,
with the term used here to include degradation, synthesis, and alter-
ation of DNA. Some of the most commonly used enzymes are des-
cribed next.
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(@)

(4)

(c)

(d)

(e)

In addition to restriction
endonucleases, there are several
other types of nuclease enzymes
that are important in the
manipulation of DNA.

0 3 6 9 12 15 kbp
[ I | | | I
14 v !
|
12 v 3
i |
3y 12
i |
3y 11 v !
| |
8 v 7
i |
7 v 8
i !
Eco RI Pst1 Bam HI
Y Y Y
| | |
3 5 6 1

(ST RN Restriction mapping. (a) The |5 kb fragment yields two fragments of 14 and |
kb when cut with BamHI. (b) The EcoRI fragments of 12 and 3 kb can be orientated in
two ways with respect to the BamHlI site, as shown in (b)i and (b)ii. The BamHI/EcoRI
double digest gives fragments of | I, 3, and | kb, and therefore the relative positions of
the BamHI and EcoRl sites are as shown in (c). Similar reasoning with the orientation of
the 8 and 7 kb Pstl fragments (d) gives the final map (e).

4.2.1 Nucleases

Nuclease enzymes degrade nucleic acids by breaking the phosphodi-
ester bond that holds the nucleotides together. Restriction enzymes
are good examples of endonucleases, which cut within a DNA strand.
A second group of nucleases, which degrade DNA from the termini
of the molecule, are known as exonucleases.

Apart from restriction enzymes, there are four useful nucleases
that are often used in genetic engineering. These are Bal 31 and
exonuclease III (exonucleases), and deoxyribonuclease I (DNase I)
and S;-nuclease (endonucleases). These enzymes differ in their precise
mode of action and provide the genetic engineer with a variety of stra-
tegies for attacking DNA. Their features are summarised in Fig. 4.5.

In addition to DNA-specific nucleases, there are ribonucleases
(RNases), which act on RNA. These may be required for many of
the stages in the preparation and analysis of recombinants and are
usually used to get rid of unwanted RNA in the preparation. How-
ever, as well as being useful, ribonucleases can pose some unwanted
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(a)
(b)
DNase I
T1 TT T TTTTI — TT TT
(¢) 111 L1111l 1 I A I
S,

d —
(@) IIIII'IIIIII Tt TTTd L

m Mode of action of various nucleases. (a) Nuclease Bal 3| is a complex enzyme.
Its primary activity is a fast-acting 3’ exonuclease, which is coupled with a slow-acting

endonuclease. When Bal 31 is present at a high concentration these activities effectively
shorten DNA molecules from both termini. (b) Exonuclease Ill is a 3’ exonuclease that
generates molecules with protruding 5 termini. (c) DNase | cuts either single-stranded
or double-stranded DNA at essentially random sites. (d) Nuclease S; is specific for
single-stranded RNA or DNA. Modified from Brown (1990), Gene Cloning, Chapman and
Hall; and Williams and Patient (1988), Genetic Engineering, IRL Press. Reproduced with
permission.

problems. They are remarkably difficult to inactivate and can be
secreted in sweat. Thus, contamination with RNases can be a problem
in preparing recombinant DNA, particularly where cDNA is prepared
from an mRNA template. In this case it is vital to avoid RNase con-
tamination by wearing gloves and ensuring that all glass and plastic
equipment is treated to avoid ribonuclease contamination.

4.2.2 Polymerases

Polymerase enzymes synthesise copies of nucleic acid molecules and
are used in many genetic engineering procedures. When describing a
polymerase enzyme, the terms ‘DNA-dependent’ or ‘RNA-dependent’
may be used to indicate the type of nucleic acid template that
the enzyme uses. Thus, a DNA-dependent DNA polymerase copies
DNA into DNA, an RNA-dependent DNA polymerase copies RNA into
DNA, and a DNA-dependent RNA polymerase transcribes DNA into
RNA. These enzymes synthesise nucleic acids by joining together
nucleotides whose bases are complementary to the template strand
bases. The synthesis proceeds in a 5'— 3’ direction, as each subsequent
nucleotide addition requires a free 3'-OH group for the formation of
the phosphodiester bond. This requirement also means that a short
double-stranded region with an exposed 3’-OH (a primer) is necessary
for synthesis to begin.

Not all nucleases are helpful!
Ribonucleases can be a problem
when working with purified
preparations of RNA, and care
must be taken to remove or
inactivate RNase activity.

Polymerases are the copying
enzymes of the cell; they are also
essential parts of the genetic
engineer’s armoury. These
enzymes are template-dependent
and can be used to copy long
stretches of DNA or RNA.
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A modified form of DNA
polymerase | called the Klenow
fragment is a useful polymerase
that is used widely in a number
of applications.

Reverse transcriptase is a key
enzyme in the generation of
cDNA; the enzyme is an
RNA-dependent DNA
polymerase, which produces a
DNA copy of an mMRNA
molecule.

In many applications it is often
necessary to modify the ends of
DNA molecules using enzymes
such as phosphatases, kinases,
and transferases.

The enzyme DNA polymerase I has, in addition to its polymerase
function, 5—3’ and 3'—5 exonuclease activities. The enzyme cataly-
ses a strand-replacement reaction, where the 5'—3’ exonuclease func-
tion degrades the non-template strand as the polymerase synthesises
the new copy. A major use of this enzyme is in the nick translation
procedure for radiolabelling DNA (outlined in Section 3.4.3).

The 5—3’' exonuclease function of DNA polymerase I can be
removed by cleaving the enzyme to produce what is known as the
Klenow fragment. This retains the polymerase and 3'— 5’ exonuclease
activities. The Klenow fragment is used where a single-stranded DNA
molecule needs to be copied; because the 5—3' exonuclease func-
tion is missing, the enzyme cannot degrade the non-template strand
of dsDNA during synthesis of the new DNA. The 3'—5" exonuclease
activity is supressed under the conditions normally used for the reac-
tion. Major uses for the Klenow fragment include radiolabelling by
primed synthesis and DNA sequencing by the dideoxy method (see
Sections 3.4.4 and 3.7.4) in addition to the copying of single-stranded
DNAs during the production of recombinants.

Reverse transcriptase (RTase) is an RNA-dependent DNA poly-
merase, and therefore produces a DNA strand from an RNA template.
It has no associated exonuclease activity. The enzyme is used mainly
for copying mRNA molecules in the preparation of cDNA (comple-
mentary or copy DNA) for cloning (see Section 6.2.1), although it will
also act on DNA templates.

4.2.3 Enzymes that modify the ends of DNA molecules
The enzymes alkaline phosphatase, polynucleotide kinase, and ter-
minal transferase act on the termini of DNA molecules and provide
important functions that are used in a variety of ways. The phos-
phatase and kinase enzymes, as their names suggest, are involved in
the removal or addition of phosphate groups. Bacterial alkaline phos-
phatase (there is also a similar enzyme, calf intestinal alkaline phos-
phatase) removes phosphate groups from the 5 ends of DNA, leaving
a 5-OH group. The enzyme is used to prevent unwanted ligation of
DNA molecules, which can be a problem in certain cloning proce-
dures. It is also used prior to the addition of radioactive phosphate
to the 5’ ends of DNAs by polynucleotide kinase (see Section 3.4.2).
Terminal transferase (terminal deoxynucleotidyl transferase) re-
peatedly adds nucleotides to any available 3’ terminus. Although it
works best on protruding 3’ ends, conditions can be adjusted so that
blunt-ended or 3’-recessed molecules may be utilised. The enzyme is
mainly used to add homopolymer tails to DNA molecules prior to the
construction of recombinants (see Section 6.2.2).

43 DNA ligase — joining DNA molecules

DNA ligase is an important cellular enzyme, as its function is to
repair broken phosphodiester bonds that may occur at random or
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as a consequence of DNA replication or recombination. In genetic
engineering it is used to seal discontinuities in the sugar-phosphate
chains that arise when recombinant DNA is made by joining DNA
molecules from different sources. It can therefore be thought of as
molecular glue, which is used to stick pieces of DNA together. This
function is crucial to the success of many experiments, and DNA
ligase is therefore a key enzyme in genetic engineering.

The enzyme used most often in experiments is T4 DNA ligase,
which is purified from E. coli cells infected with bacteriophage T4.
Although the enzyme is most efficient when sealing gaps in fragments
that are held together by cohesive ends, it will also join blunt-ended
DNA molecules together under appropriate conditions. The enzyme
works best at 37°C, but is often used at much lower temperatures
(4-15°C) to prevent thermal denaturation of the short base-paired
regions that hold the cohesive ends of DNA molecules together.

The ability to cut, modify, and join DNA molecules gives the
genetic engineer the freedom to create recombinant DNA molecules.
The technology involved is a test-tube technology, with no require-
ment for a living system. However, once a recombinant DNA frag-
ment has been generated in vitro, it usually has to be amplified so
that enough material is available for subsequent manipulation and
analysis. Amplification usually requires a biological system, unless the
polymerase chain reaction (PCR) is used (see Chapter 7 for detailed
discussion of PCR). We must, therefore, examine the types of living
systems that can be used for the propagation of recombinant DNA
molecules. These systems are described in the next chapter.

DNA ligase is essentially
‘molecular glue’; with restriction
enzymes, it provides the tools
for cutting and joining DNA
molecules.
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Chapter 5 summary

Aims

* To outline the types of host cell used in gene manipulation

* To describe the features of plasmid and bacteriophage vectors

* To describe vectors for use in eukaryotic hosts

¢ To outline the range of methods available to get recombinant
DNA into host cells

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

* The host and vector requirements for gene cloning
¢ Plasmid-based vectors for use in prokaryotic hosts
* Vectors based on bacteriophages

* Vectors for use in eukaryotic host cells

* Artificial chromosomes

¢ Transformation and transfection

* Packaging recombinant DNA in vitro

* Microinjection and biolistic DNA delivery methods

Key words

Recombinant DNA, gene cloning, transgenic, vector, host,
primary host, prokaryotic, nucleoid, shuttle vector, nucleus,
organelle, transgenic, origin of replication, selectable marker,
plasmid, conjugative, non-conjugative, copy number, stringent,
relaxed, deletion derivative, ampicillin, tetracycline, insertional
inactivation, polylinker, multiple cloning site, genomic library,
bacteriophage, capsid, virulent, temperate, lytic, lysogenic, cos
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insertion vector, replacement vector, substitution vector, stuffer
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yeast episomal plasmid, yeast integrative plasmid, yeast
replicative plasmid, yeast centromere plasmid, artificial
chromosome, YACs, BACs, transformation, transfection, growth
transformation, competent, transformant, concatemer,
packaging extract, protoplast, electroporation, microinjection,
biolistic, microprojectile, macroprojectile.




Chapter 5

Host cells and vectors

In Chapter 4 we looked at the tools required to construct recombinant
DNA. This process is carried out in the test tube and produces recom-
binant molecules that must be processed further to enable selection
of the required sequence. In some experiments hundreds of thou-
sands of different DNA fragments may be produced, and the isola-
tion of a particular sequence would seem to be an almost impossible
task. It is a bit like looking for the proverbial needle in a haystack -
with the added complication that the needle is made of the same
material as the haystack! Fortunately the methods available provide
a relatively simple way to isolate specific gene sequences. To achieve
this, we need to move away from a purely in vitro process and begin
to use the properties and characteristics of living systems.

Three things have to be done to isolate a gene from a collection
of recombinant DNA sequences:

¢ The individual recombinant molecules have to be physically sepa-
rated from each other.

* The recombinant sequences have to be amplified to provide enough
material for further analysis.

* The specific fragment of interest has to be selected by some sort of
sequence-dependent method.

In this chapter we will look at the first two of these requirements,
which in essence represent the systems and techniques involved in
gene cloning. This is an essential part of most genetic manipulation
programmes. Even if the desired result is a transgenic organism, the
gene to be used must first be isolated and characterised, and therefore
cloning systems are required. Some of the methods used for selecting
specific sequences will be described later, in Chapter 8.

The biology of gene cloning is concerned with the selection and
use of a suitable carrier molecule or vector, and a living system or
host in which the vector can be propagated. In this chapter the
various types of host cell will be described first, followed by vector
systems and methods for getting DNA into cells.

Gene cloning utilises the
characteristics of living systems
to propagate recombinant DNA
molecules; in essence this can be
considered as a form of
molecular agriculture.

Gene cloning is achieved by using
a vector (carrier) to propagate
the desired sequence in a host
cell. Choosing the right
vector/host combination is one
of the critical stages of a cloning
procedure.
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Table 5.1. | Types of host used for genetic engineering

Major group Prokaryotic/eukaryotic Type Examples
Bacteria Prokaryotic Gram — Escherichia coli
Gram + Bacillus subtilis
Streptomyces spp.
Fungi Eukaryotic Microbial Saccharomyces cerevisiae
Filamentous Aspergillus nidulans
Plants Eukaryotic Protoplasts Various types
Intact cells Various types
Whole organism Various types
Animals Eukaryotic Insect cells Drosophila melanogaster
Mammalian cells Various types
Oocytes Various types
Whole organism Various types

Note: Bacteria and fungi are generally cultured in liquid media and/or agar plates, using relatively simple
growth media. Plant and animal cells may be subjected to manipulation either in tissue culture or
as cells in the whole (or developing) organism. Growth requirements for these cells are often more

exacting than for the microbial host cells.

5.1 Host cell types

The type of host cell used for a particular application will depend
mainly on the purpose of the cloning procedure. If the aim is to
isolate a gene for structural analysis, the requirements may call for a
simple system that is easy to use. If the aim is to express the genetic
information in a higher eukaryote such as a plant, a more specific
system will be required. These two aims are not necessarily mutually
exclusive; often a simple primary host is used to isolate a sequence
that is then introduced into a more complex system for expression.
The main types of host cell are shown in Table 5.1, and are described
in the following sections.

5.1.1 Prokaryotic hosts

An ideal host cell should be easy to handle and propagate, should be
available as a wide variety of genetically defined strains, and should
accept a range of vectors. The bacterium Escherichia coli fulfils these
requirements and is used in many cloning protocols. E. coli has been
studied in great detail, and many different strains were isolated by
microbial geneticists as they investigated the genetic mechanisms of
this prokaryotic organism. Such studies provided the essential back-
ground information on which genetic engineering is based.

E. coli is a gram-negative bacterium with a single chromosome pac-
ked into a compact structure known as the nucleoid. The genome size
is some 4.6 x 10° base pairs, and the complete sequence is now known.
The processes of gene expression (transcription and translation)
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are coupled, with the newly synthesised mRNA being immediately
available for translation. There is no post-transcriptional modification
of the primary transcript as is commonly found in eukaryotic cells.
E. coli can therefore be considered as one of the simplest host cells.
Much of the gene cloning that is carried out routinely in laborato-
ries involves the use of E. coli hosts, with many genetically different
strains available for specific applications.

In addition to E. coli, other bacteria may be used as hosts for gene
cloning experiments, with examples including species of Bacillus, Pseu-
domonas, and Streptomyces. There are, however, certain drawbacks with
most of these. Often there are fewer suitable vectors available for use
in such cells than is the case for E. coli, and getting recombinant DNA
into the cell can cause problems. This is particularly troublesome
when primary cloning experiments are envisaged, such as the direct
introduction of ligated recombinant DNA into the host cell. For this
type of application, reliable and efficient procedures are required to
maximise the yield of cloned fragments. It is, therefore, often more
sensible to perform an initial cloning procedure in E. coli, to isolate
the required sequence, and then to introduce the purified DNA into
the target host. Many of the drawbacks can be overcome by using this
approach, particularly when vectors that can function in the target
host and in E. coli (shuttle vectors) are used. Use of bacteria other
than E. coli will not be discussed further in this book; details may be
found in some of the texts mentioned in the section Suggestions for
Further Reading.

5.1.2 Eukaryotic hosts

One disadvantage of using an organism such as E. coli as a host for
cloning is that it is a prokaryote, and therefore lacks the membrane-
bound nucleus (and other organelles) found in eukaryotic cells. This
means that certain eukaryotic genes may not function in E. coli as
they would in their normal environment, which can hamper their
isolation by selection mechanisms that depend on gene expression.
Also, if the production of a eukaryotic protein is the desired outcome
of a cloning experiment, it may not be easy to ensure that a prokary-
otic host produces a fully functional protein.

Eukaryotic cells range from microbes, such as yeast and algae,
to cells from complex multicellular organisms, such as ourselves.
The microbial cells have many of the characteristics of bacteria with
regard to ease of growth and availability of mutants. Higher eukary-
otes present a different set of problems to the genetic engineer, many
of which require specialised solutions. Often the aim of a gene manip-
ulation experiment in a higher plant or animal is to alter the genetic
makeup of the organism by creating a transgenic, rather than to
isolate a gene for further analysis or to produce large amounts of a
particular protein. Transgenesis is discussed further in Chapter 13.

The yeast Saccharomyces cerevisiae is one of the most commonly
used eukaryotic microbes in genetic engineering. It has been used for

The bacterium Escherichia coli is
the most commonly used
prokaryotic host cell, with a
wide variety of different strains
available for particular
applications.

Prokaryotic host cells have
certain limitations when the
cloning and expression of genes
from eukaryotes is the aim of
the procedure.
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Microbes (such as yeast) and
mammalian cell lines are two
examples of eukaryotic host cells
that have become widely used in
gene manipulation.

Plasmids are extrachromosomal
genetic elements that are not
essential for bacteria to survive
but often confer advantageous
traits (such as antibiotic
resistance) on the host cell.

centuries in the production of bread and beer and has been studied
extensively. The organism is amenable to classical genetic analysis,
and a range of mutant cell types is available. In terms of genome
complexity, S. cerevisiae has about 3.5 times more DNA than E. coli.
The complete genome sequence is now known. Other fungi that may
be used for gene cloning experiments include Aspergillus nidulans and
Neurospora crassa.

Plant and animal cells may also be used as hosts for gene manip-
ulation experiments. Unicellular algae such as Chlamydomonas rein-
hardtii have all the advantages of microorganisms plus the struc-
tural and functional organisation of plant cells, and their use in
genetic manipulation will increase as they become more widely stud-
ied. Other plant (and animal) cells are usually grown as cell cultures,
which are much easier to manipulate than cells in a whole organ-
ism. Mammalian cell lines in particular are very important sources
of cells from gene manipulation procedures. Some aspects of genetic
engineering in plant and animal cells are discussed in the final sec-
tion of this book.

5.2 Plasmid vectors for use in E. coli

There are certain essential features that vectors must posess. Ideally
they should be fairly small DNA molecules, to facilitate isolation and
handling. There must be an origin of replication, so that their DNA
can be copied and thus maintained in the cell population as the
host organism grows and divides. It is desirable to have some sort of
selectable marker that will enable the vector to be detected, and the
vector must also have at least one unique restriction endonuclease
recognition site to enable DNA to be inserted during the production
of recombinants. Plasmids have these features and are extensively
used as vectors in cloning experiments. Some features of plasmid
vectors are described next.

5.2.1  What are plasmids?

Many types of plasmids are found in nature, in bacteria and some
yeasts. They are circular DNA molecules, relatively small when com-
pared to the host cell chromosome, that are maintained mostly in
an extrachromosomal state. Although plasmids are generally dispens-
able (i.e. not essential for cell growth and division), they often con-
fer traits (such as antibiotic resistance) on the host organism, which
can be a selective advantage under certain conditions. The antibiotic
resistance genes encoded by plasmid DNA (pDNA) are often used in
the construction of vectors for genetic engineering, as they provide
a convenient means of selecting cells containing the plasmid. When
plated on growth medium that contains the appropriate antibiotic,
only the plasmid-containing cells will survive. This is a very simple
and powerful selection method.
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Table 5.2. | Properties of some naturally occurring plasmids

Plasmid Size (kb) Conjugative? Copy number Selectable markers
ColEl 7.0 No [0-15 E |imm

RSF1030 9.3 No 2040 Ap"

CloDF13 10.0 No 10 DF|3mm

pSCI0I 9.7 No -2 Tc

RK6 42 Yes 1040 Ap', Sm"

F 103 Yes -2 -

RI 108 Yes -2 Ap’, Cm", Sm’, Sn", Km"
RK2 56.4 Yes 3-5 Ap", Km", Tc"

Note: Antibiotic abbreviations are as follows: Ap, ampicillin; Cm, chloramphenicol; Km, kanamycin; Sm,
streptomycin; Sn, sulphonamide; Tc, tetracycline. E1'™™ and DF13!™™ represent immunity to the homolo-
gous but not to the heterologous colicin. Thus, plasmid ColE1 is resistant to the effects of its own colicin (E1)
but not to colicin DF13. Copy number is the number of plasmids per chromosome equivalent.

Source: After Winnacker (1987), From Genes to Clones, VCH. Data from Helsinki (1979), Critical Reviews in Biochemistry
7, 83-101, copyright (1979) CRC Press Inc., Boca Raton, Florida; Kahn et al. (1979), Methods in Enzymology 68,
268-280, copyright (1979) Academic Press; Thomas (1981), Plasmid 5, 10-19, copyright (1981) Academic Press.
Reproduced with permission.

Plasmids can be classified into two groups, conjugative and
non-conjugative plasmids. Conjugative plasmids can mediate their
own transfer between bacteria by the process of conjugation, which
requires functions specified by the tra (transfer) and mob (mobilising)
regions carried on the plasmid. Non-conjugative plasmids are not self-
transmissible but may be mobilised by a conjugation-proficient plas-
mid if their mob region is functional. A further classification is based
on the number of copies of the plasmid found in the host cell, a fea-
ture known as the copy number. Low-copy-number plasmids tend to
exhibit stringent control of DNA replication, with replication of the
PDNA closely tied to host cell chromosomal DNA replication. High-
copy-number plasmids are termed relaxed plasmids, with DNA repli-
cation not dependent on host cell chromosomal DNA replication. In
general terms, conjugative plasmids are large, show stringent control
of DNA replication, and are present at low copy numbers, whilst non-
conjugative plasmids are small, show relaxed DNA replication, and
are present at high copy numbers. Some examples of plasmids are
shown in Table 5.2.

5.2.2 Basic cloning plasmids

For genetic engineering, naturally occurring plasmids have been
extensively modified to produce vectors that have the desired char-
acteristics. In naming plasmids, p is used to designate plasmid, and
this is usually followed by the initials of the worker(s) who isolated
or constructed the plasmid. Numbers may be used to classify the par-
ticular isolate. An important plasmid in the history of gene manipu-
lation is pBR322, which was developed by Francisco Bolivar and his
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XN top of plasmid pBR322.

Important regions indicated are
the genes for ampicillin and
tetracycline resistance (Ap" and
Tc") and the origin of replication
(ori). Some unique restriction sites
are given. The hatched region
shows the two fragments that
were removed from pBR322 to
generate pAT|53.

pBR322 is a very ‘famous’
plasmid and has all the essential
requirements for a cloning
vector — relatively small size,
useful restriction enzyme sites,
an origin of replication, and
antibiotic resistance genes.

New plasmid vectors can be
constructed by re-arranging
various parts of the plasmid. This
can involve addition or deletion
of DNA to change the
characteristics of the vector. In
this way a wide range of vectors
can be constructed with relative
ease.

EcoRI

BamHI

Sall

AATI

colleagues. Construction of pBR322 involved a series of manipulations
to get the right pieces of DNA together, with the final result contain-
ing DNA from three sources. The plasmid has all the features of a good
vector, such as low molecular weight, antibiotic resistance genes, an
origin of replication, and several single-cut restriction endonuclease
recognition sites. A map of pBR322 is shown in Fig. 5.1.

Two aspects of plasmid vector development are worthy of note at
this point, as exemplified by pBR322. First, there are several plasmids
in the pBR series, each with slightly different features. Second, the
PBR series has been the basis for the development of many more plas-
mid vectors, often by subcloning parts of the vector and joining with
other DNA sequences, perhaps taken from a different vector. These
two aspects can be traced through other ‘families’ of plasmid-based
vectors. In the early days of plasmid vector development, scientists
were usually willing to share their vectors freely. Whilst this is still
the case in many applications, there are sometimes issues involving
intellectual property rights and trademarks where plasmids have been
developed by companies and marketed on a commercial basis.

One variant of pBR322 is worth describing to illustrate how a
relatively simple change can affect plasmid properties and perhaps
improve some aspects of the original. The plasmid is pAT153, which
is still widely used and has some advantages over its progenitor. The
vector pAT153 is a deletion derivative of pBR322 (see Fig. 5.1). The plas-
mid was isolated by removal of two fragments of DNA from pBR322,
using the restriction enzyme Haell. The amount of DNA removed was
small (705 base-pairs), but the effect was to increase the copy number
some threefold, and to remove sequences necessary for mobilisation.
Thus, pAT153 is in some respects a ‘better’ vector than pBR322, as it is
present as more copies per cell and has a greater degree of biological
containment because it is not mobilisable.
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In vectors such as pBR322 and pAT153, the presence of two antibi-
otic resistance genes (Ap" and Tc") enables selection for cells harbour-
ing the plasmid, as such cells will be resistant to both ampicillin and
tetracycline. An added advantage is that the unique restriction sites
within the antibiotic resistance genes permit selection of cloned DNA
by what is known as insertional inactivation, where the inserted DNA
interrupts the coding sequence of the resistance gene and so alters
the phenotype of the cell carrying the recombinant. This is discussed
further in Section 8.1.2.

5.2.3 Slightly more exotic plasmid vectors

Although plasmids pBR322 and pAT153 are still often used for many
applications in gene cloning, there are situations where other plas-
mid vectors may be more suitable. Generally these have been con-
structed so that they have particular characteristics not found in the
simpler vectors, such as a wider range of restriction sites for cloning
DNA fragments. They may contain specific promoters for the expres-
sion of inserted genes, or they may offer other advantages such as
direct selection for recombinants. Despite these advantages, the well-
tried vectors such as pBR322 and pAT153 are often more than suffi-
cient if a relatively simple procedure is being used.

One series of plasmid vectors that has proved popular is the pUC
family. These plasmids have a region that contains several unique
restriction endonuclease sites in a short stretch of the DNA. This
region is known as a polylinker or multiple cloning site and is useful
because of the choice of site available for insertion of DNA fragments
during recombinant production. A map of one of the pUC vectors,
with the restriction sites in its polylinker region, is shown in Fig. 5.2.
In addition to the multiple cloning sites in the polylinker region, the
pUC plasmids have a region of the B-galactosidase gene that codes for
what is known as the a-peptide. This sequence contains the polylinker
region, and insertion of a DNA fragment into one of the cloning sites
results in a non-functional a-peptide. This forms the basis for a pow-
erful direct recombinant screening method using the chromogenic
substrate X-gal, as outlined in Sections 8.1.1 and 8.1.2.

Over the past few years, many different types of plasmid vectors
have been derived from the basic cloning plasmids. Today there are
many different plasmids available for specific purposes, often from
commercial sources. These vectors are sometimes provided as part of
a ‘cloning kit’ that contains all the essential components to conduct a
cloning experiment. This has made the technology much more acces-
sible to a greater number of scientists, although it has not yet become
totally foolproof! Some commercially available plasmids are listed in
Table 5.3.

Although plasmid vectors have many useful properties and are
essential for gene manipulation, they do have a number of disad-
vantages. One of the major drawbacks is the size of DNA fragment
that can be inserted into plasmids; the maximum is around 5 kb of
DNA for many plasmids before cloning efficiency or insert stability

Multiple cloning sites
(polylinkers) increase the
flexibility of vectors by providing
a range of restriction sites for
cloning.

Plasmid vectors have an upper
size limit for efficient cloning,
which can sometimes restrict
their use where a large number
of clones is required. In this case
it makes sense to clone longer
DNA fragments, and a different
vector system is needed.
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Map of plasmid pUCI8. (a) The physical map, with the positions of the origin
of replication (ori) and the ampicillin resistance gene (Ap") indicated. The lacl gene (lac
repressor), multiple cloning site (MCS) or polylinker, and the lacZ' gene («-peptide
fragment of (3-galactosidase) are also shown. (b) The polylinker region. This has multiple
restriction sites immediately downstream from the lac promoter (Pj,c). The in-frame
insert used to create the MCS is hatched. Plasmid pUCI9 is identical with pUCI8 apart

from the orientation of the polylinker region, which is reversed.

are affected. In many cases this is not a problem, but in some appli-
cations it is important to maximise the size of fragments that may be
cloned. Such a case is the generation of a genomic library, in which
all the sequences present in the genome of an organism are repre-
sented. For this type of approach, vectors that can accept larger pieces
of DNA are required. Examples of suitable vectors are those based on
bacteriophage lambda (\); these are considered in the next section.

5.3/ Bacteriophage vectors for use in E. coli

Although bacteriophage-based vectors are in many ways more spe-
cialised than plasmid vectors, they fulfil essentially the same function
(i.e. they act as carrier molecules for fragments of DNA). Two types
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Table 5.3. | Some commercially available plasmid vectors

Vector Features Applications Supplier
pBR322 Ap' Tc' General cloning and subcloning Various
Single cloning sites in E. coli
pATI53 Ap' Tc' General cloning and subcloning Various
Single cloning sites in E. coli
pGEM®—3Z Ap" General cloning and in vitro Promega
MCS transcription in E. coli and
SPé/T7 promoters single-stranded DNA
lacZ a-peptide production
pCI® Ap" Expression of genes in Promega
MCS mammalian cells
T7 promoter
CMV enhancer/promoter
pET-3 Ap" Expression of genes in bacterial Stratagene
MCS cells
T7 promoter
pCMV- Neo" High level expression of genes in Stratagene
Script® Large MCS mammalian cells and cloning
CMV enhancer/promoter of PCR products

Note: There are hundreds of variants available from many different suppliers. A good source of information

is the supplier’s catalogue or website. Ap", ampicillin resistance; Tc", tetracycline resistance; Neo, neomycin
resistance (selection using kanamycin in bacteria, G418 in mammalian cells); MCS, multiple cloning site; SP6/T7
are promoters for in vitro transcription; lacZ, B-galactosidase gene; CMV, human cytomegalovirus. The terms

marked ® are registered trademarks of the suppliers.

of bacteriophage (A and M13) have been extensively developed for
cloning purposes; these will be described to illustrate the features of
bacteriophages and the vectors derived from them.

5.3.1 What are bacteriophages?

In the 1940s Max Delbriick, and the ‘Phage Group’ that he brought
into existence, laid the foundations of modern molecular biology
by studying bacteriophages. These are literally ‘eaters of bacteria’ -
viruses that are dependent on bacteria for their propagation. The
term ‘bacteriophage’ is often shortened to ‘phage’ and can be used
to describe either one or many particles of the same type. Thus, we
might say that a test tube contained one \ phage or 2 x 10° A phage
particles. The plural term ‘phages’ is used when different types of
phage are being considered; we therefore talk of T4, M13, and A as
being phages.

Structurally, phages fall into three main groups: (1) tailless, (2)
head with tail, and (3) filamentous. The genetic material may be
single- or double-stranded DNA or RNA, with double-stranded DNA
(dsDNA) found most often. In tailless and tailed phages the genome

Bacteriophages are essentially
bacterial viruses and usually
consist of a DNA genome
enclosed in a protein head
(capsid). As with other viruses,
they depend on the host cell for
their propagation and do not
exist as free-living organisms.
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Bacteriophage \ has played a
major role in the development of
bacterial genetics and molecular
biology. In addition to
fundamental aspects of gene
regulation, N has been used as
the basis for a wide variety of
cloning vectors.

A Mi13
< Gene 3
Capeid * protein
(contains
DNA)
<«——Coat
protein

<«—Tail L
%4— DNA

Structure of bacteriophages A and M13. Phage A has a capsid or head that
encloses the double-stranded DNA genome. The tail region is required for adsorption to

the host cell. M13 has a simpler structure, with the single-stranded DNA genome being
enclosed in a protein coat. The gene 3 product is important in both adsorption and
extrusion of the phage. MI3 is not drawn to scale; in reality it is a long thin structure.

is encapsulated in an icosahedral protein shell called a capsid
(sometimes known as a phage coat or head). In typical dsDNA phages,
the genome makes up about 50% of the mass of the phage particle.
Thus, phages represent relatively simple systems when compared to
bacteria, and for this reason they have been extensively used as mod-
els for the study of gene expression. The structure of phages A and
M13 is shown in Fig. 5.3.

Phages may be classified as either virulent or temperate, depend-
ing on their life cycles. When a phage enters a bacterial cell it can
produce more phage and Kkill the cell (this is called the lytic growth
cycle), or it can integrate into the chromosome and remain in a qui-
escent state without killing the cell (this is the lysogenic cycle). Vir-
ulent phages are those that exhibit a lytic life cycle only. Temperate
phages exhibit lysogenic life cycles, but most can also undergo the
lytic response when conditions are suitable. The best-known exam-
ple of a temperate phage is A\, which has been the subject of intense
research effort and is now more or less fully characterised in terms
of its structure and mode of action.

The genome of phage A\ is 48.5 kb in length, and encodes some
46 genes (Fig. 5.4). The entire genome has been sequenced (this was
the first major sequencing project to be completed, and represents
one of the milestones of molecular genetics), and all the regulatory
sites are known. At the ends of the linear genome there are short
(12 bp) single-stranded regions that are complementary. These act as
cohesive or ‘sticky’ ends, which enable circularisation of the genome
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following infection. The region of the genome that is generated by
the association of the cohesive ends is known as the cos site.

Phage infection begins with adsorption, which involves the phage
particle binding to receptors on the bacterial surface (Fig. 5.5). When
the phage has adsorbed, the DNA is injected into the cell and the
life cycle can begin. The genome circularises and the phage initiates

Adsorption
Lysogenic response
H
Lytic Cell
response ¢ division
Induction

Lysis of cell and release of

‘/ mature phage particles

@&

Life cycle of bacteriophage . Infection occurs when a phage particle is
adsorbed and the DNA injected into the host cell. In the lytic response, the phage

utilises the host cell replication mechanism and produces copies of the phage genome
and structural proteins. Mature phage particles are then assembled and released by lysis
of the host cell. In the lysogenic response the phage DNA integrates into the host
genome as a prophage (P), which can be maintained through successive cell divisions.
The lytic response can be induced in a lysogenic bacterium in response to a stimulus
such as ultraviolet light.

Map of the phage A
genome. Some of the genes are
indicated. Functional regions are
shown by horizontal lines and
annotated. The non-essential
region that may be manipulated in
vector construction is shaded.
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Bacteriophage plaques. Particles of phage A were mixed with a strain of E. coli
and plated using a soft agar overlay. After overnight incubation the bacterial cells grow to
form a lawn, in which regions of phage infection appear as cleared areas or plaques. The
plaques are areas where lysis of the bacterial cells has occurred. Photograph courtesy of
Dr M. Stronach.

either the lytic or lysogenic cycle, depending on a number of fac-
tors that include the nutritional and metabolic state of the host cell
and the multiplicity of infection (MOI - the ratio of phage to bacte-
ria during adsorption). If the lysogenic cycle is initiated, the phage
genome integrates into the host chromosome and is maintained as
a prophage. It is then replicated with the chromosomal DNA and
passed on to daughter cells in a stable form. If the lytic cycle is initi-
ated, a complex sequence of transcriptional events essentially enables
the phage to take over the host cell and produce multiple copies of
the genome and the structural proteins. These components are then
assembled or packaged into mature phage, which are released follow-
ing lysis of the host cell.

To determine the number of bacteriophage present in a suspen-
sion, serial dilutions of the phage stock are mixed with an excess
of indicator bacteria (MOI is very low) and plated onto agar using
a soft agar overlay. On incubation, the bacteria will grow to form
what is termed a bacterial lawn. Phage that grow in this lawn will
cause lysis of the cells that the phage infects, and as this growth
spreads a cleared area or plaque will develop (Fig. 5.6). Plaques can
then be counted to determine the number of plaque forming units
in the stock suspension and may be picked from the plate for further
growth and analysis. Phage may be propagated in liquid culture by
infecting a growing culture of the host cell and incubating until cell
lysis is complete; the yield of phage particles depends on the MOI and
the stage in the bacterial growth cycle at which infection occurs.

The filamentous phage M13 differs from N both structurally
(Fig. 5.3) and in its life cycle. The M13 genome is a single-stranded
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circular DNA molecule 6407 bp in length. The phage will infect
only E. coli that have F-pili (threadlike protein ‘appendages’ found
on conjugation-proficient cells). When the DNA enters the cell, it is
converted to a double-stranded molecule known as the replicative
form (RF), which replicates until there are about 100 copies in the
cell. At this point DNA replication becomes asymmetric, and single-
stranded copies of the genome are produced and extruded from the
cell as M13 particles. The bacterium is not lysed and remains viable
during this process, although growth and division are slower than in
non-infected cells.

5.3.2  Vectors based on bacteriophage A
The utility of phage \ as a cloning vector depends on the fact that
not all of the A genome is essential for the phage to function. Thus,
there is scope for the introduction of exogenous DNA, although cer-
tain requirements have had to be met during the development of
cloning vectors based on phage \. First, the arrangement of genes on
the N\ genome will determine which parts can be removed or replaced
for the addition of exogenous DNA. It is fortunate that the central
region of the \ genome (between positions 20 and 35 on the map
shown in Fig. 5.4) is largely dispensable, so no complex rearrange-
ment of the genome in vitro is required. The central region controls
mainly the lysogenic properties of the phage, and much of this region
can be deleted without impairing the functions required for the lytic
infection cycle. Second, wild-type A phage will generally have multi-
ple recognition sites for the restriction enzymes commonly used in
cloning procedures. This can be a major problem, as it limits the
choice of sites for the insertion of DNA. In practice, it is relatively
easy to select for phage that have reduced numbers of sites for par-
ticular restriction enzymes, and the technique of mutagenesis in vitro
may be used to modify remaining sites that are not required. Thus, it
is possible to construct phage that have the desired combination of
restriction enzyme recognition sites.

One of the major drawbacks of A\ vectors is that the capsid places
a physical constraint on the amount of DNA that can be incorporated
during phage assembly, which limits the size of exogenous DNA frag-
ments that can be cloned. During packaging, viable phage particles
can be produced from DNA that is between approximately 38 and
51 kb in length. Thus, a wild-type phage genome could accommo-
date only around 2.5 kb of cloned DNA before becoming too large for
viable phage production. This limitation has been minimised by care-
ful construction of vectors to accept pieces of DNA that are close to
the theoretical maximum for the particular construct. Such vectors
fall into two main classes: (1) insertion vectors and (2) replacement
or substitution vectors. The difference between these two types of
vector is outlined in Fig. 5.7.

As with plasmids, there is now a bewildering variety of \ vectors
available for use in cloning experiments, each with slightly differ-
ent characteristics. The choice of vector has to be made carefully,

The \ genome has to be
modified and re-arranged to
produce the right combination of
features for a cloning vector.
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Insertion vectors, as the name
suggests, are vectors into which
DNA fragments are inserted
without removal of part of the
vector DNA.

RS Max

@ | | |

[H- M WA Insertion and replacement phage vectors. (a) An insertion vector is shown in
part i. Such vectors have a single restriction site (RS) for cloning into. To generate a

<
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recombinant, the target DNA is inserted into this site. The size of fragment that may be
cloned is therefore determined by the difference between the vector size and the
maximum packagable fragment size (Max). Insert DNA is shaded in part ii. (b) A
replacement vector is shown in part i. These vectors have two restriction sites (RS),
which flank a region known as the stuffer fragment (hatched). Thus, a section of the
phage genome is replaced during cloning into this site, as shown in part ii. This approach
enables larger fragments to be cloned than is possible with insertion vectors.

with aspects such as the size of DNA fragments to be cloned and
the preferred selection/screening method being taken into account.
To illustrate the structural characteristics of \ vectors, two insertion
and two replacement vectors are described briefly. Although not as
widely used as some other \ vectors today, these illustrate some of
the important aspects of vector design. Functional aspects of some
\ vectors are discussed in Chapter 8 when selection and screening
methods are considered.

Insertion vectors have a single recognition site for one or more
restriction enzymes, which enables DNA fragments to be inserted
into the A genome. Examples of insertion vectors include Agt10 and
Charon 16A. The latter is one of a series of vectors named after the
ferryman of Greek mythology, who conveyed the spirits of the dead
across the river Styx - a rather apt example of what we might call
‘bacteriophage culture’! These two insertion vectors are illustrated in
Fig. 5.8. Each has a single EcoRI site into which DNA can be inserted. In
Agt10 (43.3 kb) this generates left and right ‘arms’ of 32.7 and 10.6 kb,
respectively, which can in theory accept insert DNA fragments up to
approximately 7.6 kb in length. The EcoRI site lies within the cI gene (A
repressor), and this forms the basis of a selection/screening method
based on plaque formation and morphology (see Section 8.1.2). In
Charon 16A (41.8 kb), the arms generated by EcoRI digestion are 19.9
kb (left arm) and 21.9 kb (right arm), and fragments of up to approx-
imately 9 kb may be cloned. The EcoRI site in Charon 16A lies within
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AR Bacteriophage A insertion vectors Agtl0 and Charon |16A. The cl and lacZ
genes in Agt10 and Charon |6A, respectively, are shaded. Within these genes there is an
EcoRl site for cloning into. The lengths of the left and right arms (LA and RA, in kb) are
given. The size of the wild-type A genome is marked on the scale bar as A*. Redrawn
from Winnacker (1987), From Genes to Clones, VCH. Reproduced with permission.

the B-galactosidase gene (lacZ), which enables the detection of recom-
binants using X-gal (see Section 8.1.2).

Insertion vectors offer limited scope for cloning large pieces of
DNA; thus, replacement vectors were developed in which a central
‘stuffer’ fragment is removed and replaced with the insert DNA.
Two examples of A replacement vectors are EMBL4 and Charon 40
(Fig. 5.9). EMBL4 (41.9 kb) has a central 13.2 kb stuffer fragment flanked
by inverted polylinker sequences containing sites for the restriction
enzymes EcoRI, BamHI, and Sall. Two Sall sites are also present in the
stuffer fragment. DNA may be inserted into any of the cloning sites;
the choice depends on the method of preparation of the fragments.
Often a partial Sau3A or Mbol digest is used in the preparation of a

0 10 20 30 40 50 kb
| T T T T il
l+
Stuffer
EMBL 4
LA 19.9 gg RA 8.8
EBS SBE

Polystuffer

Charon 40

LA 19.2 RA 9.6

MCS MCS

Bacteriophage A replacement vectors EMBL4 and Charon 40. The stuffer
fragment in EMBL4 is 13.2 kb and is flanked by inverted polylinkers containing the sites
for EcoRlI (E), BamHI (B), and Sall (S). In Charon 40 the polystuffer is composed of short
repeated regions that are cleaved by Nael. The multiple cloning site (MCS) in Charon

40 carries a wider range of restriction sites than that in EMBL4.

Replacement vectors have
restriction sites flanking a region
of non-essential DNA that can
be removed and replaced with a
DNA fragment for cloning. This
increases the size of insert that
can be accepted by phage-based
vectors.
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genomic library (see Section 3.3.2), which enables insertion into the
BamHI site. Such inserts may be released from the recombinant by
digestion with EcoRI. During preparation of the vector for cloning, the
BamHI digestion (which generates sticky ends for accepting the insert
DNA) is often followed by a Sall digestion. This cleaves the stuffer frag-
ment at the two internal Sall sites and also releases short BamHI/Sall
fragments from the polylinker region. This is helpful because it pre-
vents the stuffer fragment from re-annealing with the left and right
arms and generating a viable phage that is non-recombinant.

DNA fragments between approximately 9 and 22 kb may be cloned
in EMBIL4; the lower limit represents the minimum size required to
form viable phage particles (left arm + insert + right arm must be
greater than 38 kb) and the upper the maximum packagable size of
around 51 kb. These size constraints can act as a useful initial selec-
tion method for recombinants, although an additional genetic selec-
tion mechanism can be employed with EMBL4 (the Spi~ phenotype;
see Section 8.1.4).

Charon 40 is a replacement vector in which the stuffer fragment is
composed of multiple repeats of a short piece of DNA. This is known
as a polystuffer, and it has the advantage that the restriction enzyme
Nael will cut the polystuffer into its component parts. This enables effi-
cient removal of the polystuffer during vector preparation, and most
of the surviving phage will be recombinant. The polystuffer is flanked
by polylinkers with a more extensive range of restriction sites than
that found in EMBL4, which increases the choice of restriction
enzymes that may be used to prepare the insert DNA. The size range
of fragments that may be cloned in Charon 40 is similar to that for
EMBLA4.

5.3.3 Vectors based on bacteriophage M3

Two aspects of M13 infection are of value to the genetic engineer.
First, the RF is essentially similar to a plasmid and can be isolated
and manipulated using the same techniques. A second advantage is
that the single-stranded DNA produced during the infection is useful
in techniques such as DNA sequencing by the dideoxy method (see
Section 3.7.4). This aspect alone made M13 immediately attractive as
a potential vector.

Unlike phage N, M13 does not have any non-essential genes. The
6407 bp genome is also used very efficiently in that most of it is taken
up by gene sequences, so that the only part available for manipula-
tion is a 507 bp intergenic region. This has been used to construct
the M13mp series of vectors, by inserting a polylinker/lacZ a-peptide
sequence into this region (Fig. 5.10). This enables the X-gal screen-
ing system to be used for the detection of recombinants, as is the
case with the pUC plasmids. When M13 is grown on a bacterial lawn,
‘plaques’ appear because of the reduction in growth of the host cells
(which are not lysed), and these may be picked for further analysis.
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M13mpl8
7.25 kb

Map of the filamentous phage vector MI3mp|8. The double-stranded

replicative form is shown. The polylinker region (MCS) is the same as that found in
plasmid pUCI8 (Fig. 5.2). Genes in the REP region encode proteins that are important
for DNA replication. The CAP and MOR regions contain genes that specify functions
associated with capsid formation and phage morphogenesis, respectively. The vector

MI13mp|9 is identical except for the orientation of the polylinker region.

A second disadvantage of M13 vectors is the fact that they do
not function efficiently when long DNA fragments are inserted into
the vector. Although in theory there should be no limit to the size
of clonable fragments, as the capsid structure is determined by the
genome size (unlike phage M), there is a marked reduction in cloning
efficiency with fragments longer than about 1.5 kb. In practice this
was not a major problem, as the main use of the early M13 vectors
was in subcloning small DNA fragments for sequencing. In this appli-
cation single-stranded DNA production, coupled with ease of purifica-
tion of the DNA from the cell culture, outweighs any size limitation,
although this has also been alleviated by the construction of hybrid
plasmid/M13 vectors (see Section 5.4.1).

5.4 Other vectors

So far we have concentrated on what we might call ‘basic’ plasmid and
bacteriophage vectors for use in E. coli hosts. Although these vectors
still represent a major part of the technology of gene manipulation,
there has been continued development of more sophisticated bacte-
rial vectors, as well as vectors for other organisms. One driving force
in this has been the need to clone and analyse ever larger pieces of
DNA, as the emphasis in molecular biology has shifted towards the
analysis of genomes rather than simply genes in isolation. In addition,
the commercial development of integrated approaches to cloning pro-
cedures has required new vectors. Such kit-based products are often

As cloning methodology
developed, the limitations of
plasmid- and phage-based
vectors placed some constraints
on what could be achieved, and
there was an increasing need for
vectors with increased cloning
capacities.
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Cosmids and phagemids
incorporate some of the
characteristics of both plasmid-
and phage-based vectors.

marketed as ‘cloning technologies’. Cloning kits have been a success-
ful addition to the gene manipulator’s armoury, often reducing the
time taken to achieve a particular outcome. In this section we will
look at the features of some additional bacterial vectors and some
vectors for use in other organisms.

5.4.1 Hybrid plasmid/phage vectors

One feature of phage vectors is that the technique of packaging in
vitro (see Section 5.5.2 for details) is sequence independent, apart
from the requirement of having the cos sites separated by DNA of
packagable size (38-51 kb). This has been exploited in the construc-
tion of vectors that are made up of plasmid sequences joined to the
cos sites of phage \. Such vectors are known as cosmids. They are
small (4-6 kb) and can therefore accommodate cloned DNA fragments
up to some 47 kb in length. As they lack phage genes, they behave
as plasmids when introduced into E. coli by the packaging/infection
mechanism of N\. Cosmid vectors therefore offer an apparently ideal
system - a highly efficient and specific method of introducing the
recombinant DNA into the host cell, and a cloning capacity some
twofold greater than the best \ replacement vectors. However, they
are not without disadvantages, and often the gains of using cosmids
instead of phage vectors are offset by losses in terms of ease of use
and further processing of cloned sequences.

Hybrid plasmid/phage vectors in which the phage functions are
expressed and utilised in some way are known as phagemids. One
such series of vectors is the ANZAP family, produced by Stratagene.
Features of these phagemids include the potential to excise cloned
DNA fragments in vivo as part of a plasmid. This automatic excision
is useful in that it removes the need to subclone inserts from \ into
plasmid vectors for further manipulation.

Hybrid plasmid/phage vectors have been developed to overcome
the size limitation of the M13 cloning system and are now widely
used for applications such as DNA sequencing and the production
of probes for use in hybridisation studies. These vectors are essen-
tially plasmids that contain the f1 (M13) phage origin of replication.
When cells containing the plasmid are superinfected with phage,
they produce single-stranded copies of the plasmid DNA and secrete
these into the medium as M13-like particles. Vectors such as pEMBL9
or pBluescript can accept DNA fragments of up to 10 kb. Some
commercially available vectors based on bacteriophages are listed in
Table 54.

5.4.2 Vectors for use in eukaryotic cells

When eukaryotic host cells are considered, vector requirements
become a little more complex than is the case for prokaryotic hosts.
Bacteria are relatively simple in genetic terms, whereas eukaryotic
cells have multiple chromosomes that are held within the membrane-
bound nucleus. Given the wide variety of eukaryotes, it is not
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Table 5.4. | Some commercially available bacteriophage-based vectors

Vector Features Applications Supplier

AGTI A insertion vector cDNA library construction Various
Insert capacity 7.2 kbp Expression of inserts
lacZ gene

AEMBL3/4 A replacement vectors Genomic library construction Various
Insert capacity 9-23 kbp

AZAP Express® A-based insertion vector cDNA library construction Stratagene
Capacity of 12 kbp Also genomic/PCR cloning
In vivo excision of inserts
Expression of inserts

AFX®)| A-based replacement vecton, Genomic library construction Stratagene
capacity 9-23 kbp
Spit/P2 selection system to
reduce non-recombinant
background

pBIuescript®|l Phagemid vector In vitro transcription Stratagene
Produces single-stranded DNA DNA sequencing

SuperCos | Cosmid vector with Ap" and Generation of cosmid-based Stratagene

Neo" markers, plus T3 and T7
promoters
Capacity 3042 kbp

genomic DNA libraries
T3/7 promoters allow
end-specific transcripts to be

generated for chromosome
walking techniques

Note: As with plasmid vectors, there are many variants available from a range of different suppliers. A good
source of information is the supplier’s catalogue or website. Ap", ampicillin resistance; Neo’, neomycin resistance
(selection using kanamycin in bacteria, G418 in mammalian cells); T3/7 are promoters for in vitro transcription;
lacZ, B-galactosidase gene; SV40, promoter for expression in eukaryotic cells. Terms marked ® are registered
trademarks of Stratagene.

surprising that vectors tend to be highly specialised and designed
for specific purposes.

The unicellular yeast S. cerevisiae has had a major impact on eukary-
otic gene manipulation technology. A range of vectors for use in
yeast cells has been developed, with the choice of vector depend-
ing on the particular application. Yeast episomal plasmids (YEps) are
based on the naturally occurring yeast 2 pm plasmid and may repli-
cate autonomously or integrate into a chromosomal location. Yeast
integrative plasmids are designed to integrate into the chromosome
in a similar way to the YEps, and yeast replicative plasmids remain
as independent plasmids and do not integrate. Plasmids that contain
sequences from around the centromeric region of chromosomes are
known as yeast centromere plasmids, and these behave essentially
as mini-chromosomes.

A range of plasmid-based vectors
for the yeast Saccharomyces
cerevisiae was developed from
the naturally occurring yeast
2m plasmid.
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Table 5.5. | Some possible vectors for plant and animal cells

Cell type Vector type  Genome Examples
Plant cells Plasmid DNA Ti plasmids of Agrobacterium tumefaciens — these are
well-established vector systems
Viral DNA Cauliflower mosaic viruses, geminiviruses — these are not
highly developed
Animal cells  Plasmid DNA Many vectors available commercially, often using

Viral

Viral

Transposon

sequences/promoters/origins of replication from Simian
virus 40 (SV40) and/or cytomegalovirus (CMV)

DNA Baculoviruses for insect cells
Papilloma viruses
Adenovirus
SV40
Vaccinia virus

RNA Retroviruses

DNA P elements in Drosophila melanogaster

Note: Certain aspects of ‘vectorology’ are more advanced than others. Often a particular type of system will be
developed as a vector, becoming extensively modified in the process as different versions are generated. In areas
where vector technology is not well developed, techniques such as PCR can sometimes be used to overcome any

limitations of the system.

Vectors for use in plant and
animal cells have properties that
enable them to function in these
cell types; they are often more
specialised than the basic
primary cloning vectors such

as \.

When dealing with higher eukaryotes that are multicellular, such
as plants and animals, the problems of introducing recombinant DNA
into the organism become slightly different than those that apply to
microbial eukaryotes such as yeast. The aims of genetic engineering
in higher eukaryotes can be considered as broadly twofold:

* To express cloned genes in plant and animal cells in tissue culture,
for basic research on gene expression or for the production of useful
proteins

¢ To alter the genetic makeup of the organism and produce a trans-
genic, in which all the cells will carry the genetic modification

The latter aim in particular can pose technical difficulties, as the
recombinant DNA has to be introduced very early in development or
in some sort of vector that will promote the spread of the recombi-
nant sequence throughout the organism.

Vectors used for plant and animal cells may be introduced into
cells directly by techniques such as those described in Section 5.5.3,
or they may have a biological entry mechanism if based on viruses
or other infectious agents such as Agrobacteria. Some examples of the
types of system that have been used in the development of vectors
for plant and animal cells are given in Table 5.5. The use of specific
vectors is described further in Part III of this book when consider-
ing some of the applications of gene manipulation technology in
eukaryotes.
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Map of the yeast artificial chromosome vector pYAC2. This carries the origin

of replication (ori; shaded) and ampicillin resistance gene (Apr) from pBR322, and yeast
sequences for replication (ARSI) and chromosome structure (centromere, CEN4; and
telomeres, TEL). The TEL sequences are separated by a fragment flanked by two BamHl
sites. The genes trp/ and ura3 may be used as selectable markers in yeast. The cloning
site Smal lies within the sup4 gene (hatched). From Kingsman and Kingsman (1988),
Genetic Engineering, Blackwell. Reproduced with permission.

5.4.3 Artificial chromosomes

The development of vectors for cloning very large pieces of DNA was
essential to enable large genome sequencing projects to proceed at
a reasonable rate, although genomes such as S. cerevisiae have been
sequenced mainly by using cosmid vectors to construct the genomic
libraries required. However, even insert sizes of 40-50 kb are too small
to cope with projects such as the Human Genome Project (see Chap-
ter 10 for a more detailed treatment of genome analysis). The develop-
ment of yeast artificial chromosomes (YACs, see Fig. 5.11) has enabled
DNA fragments in the megabase range to be cloned, although there
have been some problems of insert instability. YACs are the most
sophisticated yeast vectors and to date represent the largest-capacity
vectors available. They have centromeric and telomeric regions, and
the recombinant DNA is therefore maintained essentially as a yeast
chromosome.

A further development of artificial chromosome technology came
with the construction of bacterial artificial chromosomes (BACs).
These are based on the F plasmid, which is much larger than the
standard plasmid cloning vectors and, therefore, offers the potential
of cloning larger fragments. BACs can accept inserts of around 300 kb,
and many of the instability problems of YACs can be avoided by using
the bacterial version. Much of the sequencing of the human genome
has been accomplished using a library of BAC recombinants. Vectors
based on the phage P1 have also been developed, both as phage vectors
and also as P1-based artificial chromosomes.

Artificial chromosomes are
elegantly simple vectors that
mimic the natural construction
of chromosomal DNA, with
telomeres, a centromere, and an
origin of replication in addition
to features designed for ease of
use, such as selectable markers.
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Transformation of E. coli cells
with recombinant plasmid DNA
is one of the classic techniques
of gene manipulation.

5.5 Getting DNA into cells

Manipulation of vector and insert DNAs to produce recombinant
molecules is carried out in the test tube, and we are then faced with
the task of getting the recombinant DNA into the host cell for prop-
agation. The efficiency of this step is often a crucial factor in deter-
mining the success of a given cloning experiment, particularly when
a large number of recombinants is required. Efficiency may not be an
issue where a subcloning procedure is used, as the target sequence is
likely to have been cloned (or perhaps generated using the polymerase
chain reaction; see Chapter 7). Therefore, the target sequence will be
available in relatively large amounts, so that efficiency of the cloning
protocol is not often a major concern. The methods available for get-
ting recombinant DNA into cells depend on the type of host/vector
system and range from very simple procedures to much more com-
plicated and esoteric ones. In this section we will consider some of
these methods.

5.5.1  Transformation and transfection

The techniques of transformation and transfection represent the sim-
plest methods available for getting recombinant DNA into cells. In the
context of cloning in E. coli cells, transformation refers to the uptake
of plasmid DNA, and transfection to the uptake of phage DNA. Trans-
formation is also used more generally to describe uptake of any DNA
by any cell and can also be used in a different context when talking
about a growth transformation such as occurs in the production of
a cancerous cell.

Transformation in bacteria was first demonstrated in 1928 by Fred-
erick Griffith, in his famous ‘transforming principle’ experiment that
paved the way for the discoveries that eventually showed that genes
were made of DNA. However, not all bacteria can be transformed
easily, and it was not until the early 1970s that transformation was
demonstrated in E. coli, the mainstay of gene manipulation technol-
ogy. To effect transformation of E. coli, the cells need to be made
competent. This is achieved by soaking the cells in an ice-cold solu-
tion of calcium chloride, which induces competence in a way that is
still not fully understood. Transformation of competent cells is car-
ried out by mixing the plasmid DNA with the cells, incubating on
ice for 20-30 min, and then giving a brief heat shock (2 min at 42°C
is often used), which appears to enable the DNA to enter the cells.
The transformed cells are usually incubated in a nutrient broth at
37°C for 60-90 min to enable the plasmids to become established and
permit phenotypic expression of their traits. The cells can then be
plated out onto selective media for propagation of cells harbouring
the plasmid.

Transformation is an inefficient process in that only a very small
percentage of competent cells become transformed, representing
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Packaging bacteriophage DNA. (a) A concatemeric DNA molecule
composed of wild-type phage DNA (A+). The individual genomes are joined at the cos
sites. (b) Recombinant genomes (Arec) are shown being packaged in vitro. A mixed lysate
from two bacterial strains supplies the head and tail precursors and the proteins
required for the formation of mature A particles. On adding this mixture to the
concatemer, the DNA is cleaved at the cos sites (arrowed) and packaged into individual
phage particles, each containing a recombinant genome.

uptake of a fraction of the plasmid DNA that is available. Thus, the
process can become the critical step in a cloning experiment where
a large number of individual recombinants is required, or when the
starting material is limiting. Despite these potential disadvantages,
transformation is an essential technique, and with care can yield up
to 10° transformed cells (transformants) per microgram of input DNA,
although transformation frequencies of around 10° or 107 transfor-
mants per microgram are more often achieved in practice. Many bio-
logical supply companies offer a variety of competent cell strains that
have been pre-treated to yield high transformation frequencies. Whilst
more expensive than ‘home-made’ competent cells, these ready-to-go
cells have become popular as they do save on preparation time. Trans-
fection is a similar process to transformation, the difference being
that phage DNA is used instead of plasmid DNA. It is again a some-
what inefficient process, and it has largely been superseded by pack-
aging in vitro for applications that require the introduction of phage
DNA into E. coli cells.

5.5.2 Packaging phage DNA in vitro

During the lytic cycle of phage \, the phage DNA is replicated to form
what is known as a concatemer. This is a very long DNA molecule
composed of many copies of the A\ genome, linked together by the
cos sites (Fig. 5.12(a)). When the phage particles are assembled the

Transformation efficiency is
often a limiting factor in using
the technique, and this may be
critical if the aim of the
procedure is to prepare a
representative clone bank.
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Packaging recombinant
bacteriophage DNA in vitro
mimics the normal process that
occurs during phage maturation
and assembly and has proved to
be a very useful method for the
construction of genomic
libraries.

Introducing recombinant DNA
into eukaryotic cells can involve
biological methods or one of a
range of techniques such as
electroporation, microinjection,
or biolistics.

DNA is packaged into the capsid, which involves cutting the DNA
at the cos sites using a phage-encoded endonuclease. Mature phage
particles are thus produced, ready to be released on lysis of the cell,
and capable of infecting other cells. This process normally occurs
in vivo, the particular functions being encoded by the phage genes.
However, it is possible to carry out the process in the test tube, which
enables recombinant DNA that is generated as a concatemer to be
packaged into phage particles.

To enable packaging in vitro, the components of the A capsid, and
the endonuclease, must be available. In practice, two strains of bac-
teria are used to produce a lysate known as a packaging extract.
Each strain is mutant in one function of phage morphogenesis, so
that the packaging extracts will not work in isolation. When the two
are mixed with the concatemeric recombinant DNA under suitable
conditions, all the components are available and phage particles are
produced. These particles can then be used to infect E. coli cells, which
are plated out to obtain plaques. The process of packaging in vitro is
summarised in Fig. 5.12(b).

5.5.3 Alternative DNA delivery methods

The methods available for introducing DNA into bacterial cells are
not easily transferred to other cell types. The phage-specific packag-
ing system is not available for other systems, and transformation by
normal methods may prove impossible or too inefficient to be a real-
istic option. However, there are alternative methods for introducing
DNA into cells. Often these are more technically demanding and less
efficient than the bacterial methods, but reliable results have been
achieved in many situations where there appeared to be no hope of
getting recombinant DNA molecules into the desired cell.

Most of the problems associated with getting DNA into non-
bacterial cells have involved plant cells. Animal cells are relatively
flimsy and can be transformed readily. However, plant cells pose the
problem of a rigid cell wall, which is a barrier to DNA uptake. This can
be alleviated by the production of protoplasts, in which the cell wall
is removed enzymatically. The protoplasts can then be transformed
using a technique such as electroporation, where an electrical pulse
is used to create transient holes in the cell membrane through which
the DNA can pass. The protoplasts can then be regenerated. In addi-
tion to this application, protoplasts also have an important role to
play in the generation of hybrid plant cells by fusing protoplasts
together.

An alternative to transformation procedures is to introduce DNA
into the cell by some sort of physical method. One way of doing
this is to use a very fine needle and inject the DNA directly into the
nucleus. This technique is called microinjection (Fig. 5.13) and has
been used successfully with both plant and animal cells. The cell is
held on a glass tube by mild suction and the needle used to pierce the
membrane. The technique requires a mechanical micromanipulator
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Microinjection of a protoplast-derived potato cell. The cell is held on a glass
capillary (on the left of the photograph) by gentle suction. The microinjection needle is
made by drawing a heated glass capillary out to a fine point. Using a micromanipulator (a
mechanical device for fine control of the capillary) the needle has been inserted into the
cell (on the right of the photograph), where its tip can be seen approaching the cell

nucleus. Photograph courtesy of Dr K. Ward.

and a microscope, and plenty of practice! One obvious disadvan-
tage is that this technique is labour-intensive and not suitable for
primary cloning procedures where large numbers of recombinants
are required. However, in certain specialised cases it is an excellent
method for targetting DNA delivery once a suitable recombinant has
been identified and developed to the point where microinjection is
feasible.

An ingenious and somewhat bizarre development has proved
extremely useful in transformation of plant cells. The technique,
which is called biolistic DNA delivery, involves literally shooting DNA
into cells (Fig. 5.14). The DNA is used to coat microscopic tungsten
particles known as microprojectiles, which are then accelerated on

Firing pin and
gunpowder charge

Macroprojectile

Microprojectiles

v

u . Petri dish with

target cells

m Biolistic apparatus. The

DNA is coated onto
microprojectiles, which are
accelerated by the macroprojectile
on firing the gun. At the stop plate
the macroprojectile is retained in
the chamber and the
microprojectiles carry on to the
target tissue. Other versions of
the apparatus, driven by
compressed gas instead of a
gunpowder charge, are available.
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a macroprojectile by firing a gunpowder charge or by using com-
pressed gas to drive the macroprojectile. At one end of the ‘gun’
there is a small aperture that stops the macroprojectile but allows
the microprojectiles to pass through. When directed at cells, these
microprojectiles carry the DNA into the cell and, in some cases, sta-
ble transformation will occur.
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Chapter 6 summary

Aims

e To outline the range of strategies that may be employed to
clone a DNA sequence

* To describe the rationale and methodology involved in
cloning cDNA prepared from messenger RNA

* To describe the rationale and methodology involved in
cloning from genomic DNA

¢ To illustrate some aspects of advanced cloning strategies

* To describe the use of artificial chromosomes for cloning
large DNA fragments

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

* Possible routes for cloning cDNA and genomic DNA

* The methods used to prepare cDNA

* Cloning cDNA in plasmid and bacteriophage vectors

* The use of linkers, adaptors, and homopolymer tailing

* The preparation of genomic DNA fragments for cloning

* Genomic library construction and amplification

* Expression of cloned DNA molecules

* The use of artificial chromosome vectors for cloning large
fragments of DNA

Key words

Generation, joining, propagation, selection, polymerase chain
reaction, messenger RNA, genomic DNA, transcriptome,
housekeeping genes, tissue-specific gene expression, proteome,
genome, mRNA diversity, abundance class, complementary
DNA, copy DNA, cDNA, blunt-end ligation, linker molecule,
homopolymer tailing, concatemer, bimolecular recombinant,
adaptor, annealing, ligation, gene, clone bank, clone library,
genomic library, mechanical shearing, random fragmentation,
partial restriction enzyme digestion, primary library,
amplification, skewing, priming, promoter, strong promoter,
weak promoter, consensus sequence, Pribnow box, TATA box,
Hogness box, CAAT box, inducible, repressible, BACs, YACs,
artificial chromosome.




Chapter 6

Cloning strategies

In the previous two chapters we have examined the two essential
components of genetic engineering: (1) the ability to cut, modify, and
join DNA molecules in vitro, and (2) the host/vector systems that allow
recombinant DNA molecules to be propagated. With these compo-
nents at his or her disposal, the genetic engineer has to devise a
cloning strategy that will enable efficient use of the technology to
achieve the aims of the experiment. As we saw in Chapter 1, there are
basically four stages to any cloning experiment (Fig. 1.1). These are the
generation of DNA fragments, joining the fragments to a suitable vec-
tor to produce recombinant DNA, propagation of the recombinants
in a host cell, and (finally!) the identification and selection of the
required sequence. In this chapter we will look at some of the strate-
gies that are available for completing the first three of these stages by
the traditional methods of gene cloning, largely restricting the discus-
sion to cloning eukaryotic DNA in E. coli. The use of the polymerase
chain reaction (PCR) in amplification and cloning of sequences is dis-
cussed in Chapter 7, as this is now a widely used protocol that in
some cases bypasses standard cloning techniques. Selection of cloned
sequences is discussed in Chapter 8, although the type of selection
method that will be used does have to be considered when choosing
host/vector combinations for a particular cloning exercise.

6.1 | Which approach is best?

The complexity of any cloning experiment depends largely on two
factors: (1) the overall aims of the procedure and (2) the type of source
material from which the nucleic acids will be isolated for cloning.
Thus, a strategy to isolate and sequence a relatively small DNA frag-
ment from E. coli will be different (and will probably involve fewer
stages) than a strategy to produce a recombinant protein in a trans-
genic eukaryotic organism. There is no single cloning strategy that
will cover all requirements. Each project will, therefore, be unique
and will present its own set of problems that have to be addressed
by choosing the appropriate path through the maze of possibilities

To complete the four key stages,
and achieve a successful
outcome to a cloning procedure,
a clear overall strategy is
required at the outset.

Each cloning procedure is unique
and presents a set of challenges
that must be overcome by
selection of the appropriate
techniques — this is often made
easier by using an optimised kit
from a single supplier.



92 THE METHODOLOGY OF GENE MANIPULATION

The choice of starting material
is the first critical step in any
cloning experiment and is
influenced by the overall aims of
the procedure.

Restricti Di
(a) cDNA e:zS t::etmn Mechanical chlert:itcal

synthesis 12y shearing .
digestion synthesis

Transformation with Transfection with .
. . Packaging
(¢) | recombinant recombinant DNA in vitro
plasmid DNA phage DNA

Routes available for cloning by what might now be considered ‘traditional’
methods. Possible methods available for three key stages of a cloning procedure are
shown as follows: (a) the generation of DNA fragments, (b) joining to a vector, and (c)
introducing the recombinant DNA into a host cell. Commonly used or preferred routes
are indicated by arrows. Although cloning technology has become more sophisticated in
recent years, the basic premises on which the procedures are based have not changed
substantially, and routes such as those indicated are still used in many applications.
Redrawn from Old and Primrose (1989), Principles of Gene Manipulation, Blackwell.
Reproduced with permission.

(see Fig. 6.1). Fortunately, most of the confusion can be eliminated
by careful design of the experimental procedures and rigorous inter-
pretation of results at each stage of the process. These days, the pop-
ularity of ‘kit cloning’, using a cloning technology from a particu-
lar supplier, has overcome some of the pitfalls of the ‘home-made’
approach. This is largely due to the fact that kit components can be
optimised and batch-tested to ensure that they work well together.
Despite this, cloning can have its troublespots, and the technology
has not yet become foolproof - care, patience, and attention to detail
are essential if a successful outcome is to be achieved.

When dealing with eukaryotic organisms, the first major decision
is whether to begin with messenger RNA (mRNA) or genomic DNA.
Although the DNA represents the complete genome of the organism,
it may contain non-coding DNA such as introns, control regions, and
repetitive sequences. This can sometimes present problems, particu-
larly if the genome is large and the aim is to isolate a single-copy gene.
However, if the primary interest is in the control of gene expression,
it is obviously necessary to isolate the control sequences, so genomic
DNA is the only alternative.
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Messenger RNA has two advantages over genomic DNA as a source
material. First, it represents the transcriptome (i.e. the genetic infor-
mation that is being expressed by the particular cell type from which
it is prepared). This can be a very powerful preliminary selection
mechanism, as not all the genomic DNA will be represented in the
mRNA population. Also, if the gene of interest is highly expressed,
this may be reflected in the abundance of its mRNA, and this can
make isolation of the clones easier. A second advantage of mRNA is
that it, by definition, represents the coding sequence of the gene,
with any introns having been removed during RNA processing. Thus,
production of recombinant protein is much more straightforward if
a clone of the mRNA is available.

Although genomic DNA and mRNA are the two main sources of
nucleic acid molecules for cloning, it is possible to synthesise DNA in
vitro if the amino acid sequence of the protein is known. Whilst this
is a laborious task for long stretches of DNA, it is a useful technique
in some cases, particularly if only short sections of a gene need to
be synthesised to complete a sequence prior to cloning. The PCR (see
Chapter 7) can also be used to generate DNA fragments that may then
be cloned for further processing.

Having decided on the source material, the next step is to choose
the type of host/vector system. Even when cloning in E. coli hosts there
is still a wide range of strains available, and care must be taken to
ensure that the optimum host/vector combination is chosen. When
choosing a vector, the method of joining the DNA fragments to the
vector and the means of getting the recombinant molecules into the
host cell are two main considerations. In practice the host/vector sys-
tems in E. coli are well defined, so it is a relatively straightforward
task to choose the best combination, given the type of fragments to
be cloned and the desired outcome of the experiment. However, the
great variety of vectors, host cells, and cloning kits available from sup-
pliers can be confusing to the first-time gene manipulator, and often
a recommendation from an experienced colleague is the best way to
proceed. Often a particular laboratory will have a set of favoured pro-
cedures that have become established and work well, and the maxim
‘if it ain’t broke, don’t fix it’ is a good one to bear in mind!

In devising a cloning strategy all the aforementioned points have
to be considered. Often there will be no ideal solution to a particular
problem, and a compromise will have to be accepted. By keeping the
overall aim of the experiments in mind, the researcher can minimise
the effects of such compromises and choose the most efficient cloning
route.

6.2 Cloning from mRNA

Each type of cell in a multicellular organism will produce a range of
mRNA molecules. In addition to the expression of general housekeep-
ing genes whose products are required for basic cellular metabolism,

Although genomic DNA and
mRNA are two major sources of
nucleic acid for cloning,
techniques such as the
polymerase chain reaction (PCR)
may provide the starting material
in some cases.
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Table 6.1. | mRNA abundance classes
Number of Abundance
Source different mRNAs (molecules/cell)
Mouse liver cytoplasmic poly(A)* RNA 9 12000
700 300
| 1500 I5
Chick oviduct polysomal poly(A)™ RNA I 100000
7 4000
12500 5

Note: The diversity of mRNAs is indicated by the number of different mRNA molecules.
There is one mRNA that is present in chick oviduct cells at a very high level (100 000
molecules per cell). This mRNA encodes ovalbumin, the major egg white protein.

Source: After Old and Primrose (1989), Principles of Gene Manipulation, 4th edition, Blackwell.
Mouse data from Young et al. (1976), Biochemistry 15, 2823—2828, copyright (1976)
American Chemical Society. Chick data from Axel et al. (1976), Cell 11, 247-254, copyright
(1976) Cell Press. Reproduced with permission.

As mRNA represents the
expressed part of the genome at
any given time, it is sensible to
use mRNA as the starting point
if the coding sequence of a gene
is the target.

The first step in cloning from
mRNA is to convert the mRNA
into double-stranded
complementary DNA (cDNA;
also known as copy DNA) using
the enzymes reverse
transcriptase and DNA
polymerase.

cells exhibit tissue-specific gene expression. Thus, liver cells, kid-
ney cells, skin cells, etc. will each synthesise a different spectrum of
tissue-specific proteins (the proteome). This requires expression of a
particular subset of genes in the genome, achieved by synthesis of
a set of mRNAs (the transcriptome). In addition to the diversity of
mRNAs produced by each cell type, there may well be different abun-
dance classes of particular mRNAs. This has important consequences
for cloning from mRNA, as it is easier to isolate a specific cloned
sequence if it is present as a high proportion of the starting mRNA
population. Some examples of mRNA abundance classes are shown in
Table 6.1.

6.2.1 Synthesis of cDNA

It is not possible to clone mRNA directly, so it has to be converted
into DNA before being inserted into a suitable vector. This is achieved
using the enzyme reverse transcriptase (RTase; see Section 4.2.2) to
produce complementary DNA (also known as copy DNA or cDNA).
The classic early method of cDNA synthesis utilises the poly(A) tract at
the 3’ end of the mRNA to bind an oligo(dT) primer, which provides
the 3’-OH group required by RTase (Fig. 6.2). Given the four dNTPs
and suitable conditions, RTase will synthesise a copy of the mRNA to
produce a cDNA - mRNA hybrid. The mRNA can be removed by alkaline
hydrolysis and the single-stranded (ss) cDNA converted into double-
stranded (ds) cDNA by using a DNA polymerase. In this second-strand
synthesis the priming 3’-OH is generated by short hairpin loop regions
that form at the end of the ss cDNA. After second-strand synthesis,
the ds cDNA can be trimmed by S; nuclease to give a flush-ended
molecule, which can then be cloned in a suitable vector.



CLONING STRATEGIES

95

(a) 5 AAAAAA-Y
HO _ ’r ’r ’r ’r ’1‘ ,r_ 5’

(b) 5

AAAAAA-3
TTTTTT-5

cDNA

ss cDNA
TTTTTT-5

(<) C
OH

DNA polymerase

Klenow fragment

RTase
TTTTTT-5
(d)
l S, nuclease
(e)
ds cDNA

Synthesis of cDNA. Poly(A)™ RNA (mRNA) is used as the starting material.

(a) A short oligo(dT) primer is annealed to the poly(A) tail on the mRNA, which provides
the 3’-OH group for reverse transcriptase to begin copying the mRNA (b). The mRNA is
removed by alkaline hydrolysis to give an ss cDNA molecule (c). This has a short ds
hairpin loop structure that provides a 3'-OH terminus for (d) second-strand synthesis by
a DNA polymerase (T4 DNA polymerase, Klenow fragment, or RTase). (e) The
double-stranded cDNA is trimmed with S| nuclease to produce a blunt-ended ds cDNA
molecule. An alternative to the alkaline hydrolysis step is to use RNase H, which creates
nicks in the mRNA strand of the mRNA-cDNA hybrid. By using this in conjunction with
DNA polymerase |, a nick translation reaction synthesises the second cDNA strand.

Several problems are often encountered in synthesising cDNA
using the method just outlined. First, synthesis of full-length cDNAs
may be inefficient, particularly if the mRNA is relatively long. This is
a serious problem if expression of the cDNA is required, as it may not
contain the entire coding sequence of the gene. Such inefficient full-
length cDNA synthesis also means that the 3’ regions of the mRNA
tend to be overrepresented in the cDNA population. Second, prob-
lems can arise from the use of S; nuclease, which may remove some
important 5 sequences when it is used to trim the ds cDNA.

More recent methods for cDNA synthesis overcome the afore-
mentioned problems to a great extent, and the original method is
now rarely used. One of the simplest adaptations involves the use
of oligo(dC) tailing to permit oligo(dG)-primed second-strand cDNA
synthesis (Fig. 6.3). The dC tails are added to the 3’ termini of the
cDNA using the enzyme terminal transferase. This functions most
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The synthesis of cDNA is now
routine in many laboratories and
is straightforward if care is taken
to ensure that good-quality
mRNA is prepared and nuclease
contamination is avoided.

G 5 mRNA AAAAAA-%
a
3 TTTTTT-5%
cDNA
Terminal transferase
+dCTP
5 AAAAAACCCC-%
(b)

TTTTTT-5

¥y-cccccc

Alkaline sucrose
gradient

TTTTTT-5

¥-cccccc

Add oligo(dG)
primer

(4 J
TTTTTT-5

)
¥-Ccccccc
5-GGGGGG > RTase

(¢)

ds cDNA

m Oligo(dG)-primed second-strand cDNA synthesis. (a) First-strand synthesis is
as shown in Fig. 6.2, generating an mMRNA—cDNA hybrid. (b) This is tailed with C
residues using terminal transferase. (c) Fractionation through an alkaline sucrose gradient
hydrolyses the mRNA and permits recovery of full-length cDNA molecules. (d) An
oligo(dG) primer is annealed to the C tails, and reverse transcriptase is used to
synthesise the second strand. (e) This generates a double-stranded full-length cDNA
molecule. From Old and Primrose (1989), Principles of Gene Manipulation, Blackwell.
Reproduced with permission.

efficiently on accessible 3’ termini, and the tailing reaction therefore
favours full-length cDNAs in which the 3’ terminus is not ‘hidden’ by
the mRNA template. The method also obviates the need for S; nucle-
ase treatment and, thus, fulllength ¢cDNA production is enhanced
further.

As we have already mentioned in a number of contexts, many sup-
pliers now produce kits for cDNA synthesis and cloning. Often these
have been optimised for a particular application, and the number of
steps involved is usually reduced to a minimum. In many ways the
mystique that surrounded cDNA synthesis in the early days has now
gone, and the techniques available make full-length cDNA synthesis
a relatively straightforward business. The key to success is to obtain
good-quality mRNA preparations and to take great care in handling
these. In particular, contamination with nucleases must be avoided.

Although the poly(A) tract of eukaryotic mRNAs is often used
for priming cDNA synthesis, there may be cases where this is not
appropriate. Where the mRNA is not polyadenylated, random oligonu-
cleotide primers may be used to initiate cDNA synthesis. Or, if all or
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part of the amino acid sequence of the desired protein is known, a
specific oligonucleotide primer can be synthesised and used to initi-
ate cDNA synthesis. This can be of great benefit in that specific mRNAs
may be copied into cDNA, which simplifies the screening procedure
when the clones are obtained. An additional possibility with this
approach is to use the PCR to amplify the desired sequence selectively.

Having generated the cDNA fragments, the cloning procedure can
continue. The choice of vector system - plasmid or phage, or perhaps
cosmid or phagemid - will probably have been made before beginning
the procedure or will have been determined by the manufacturer of
the cloning kit. Examples of cloning strategies based on the use of
plasmid and phage vectors are given next.

6.2.2 Cloning cDNA in plasmid vectors

Although many workers prefer to clone cDNA using a bacteriophage
vector system, plasmids are still often used, particularly where iso-
lation of the desired cDNA sequence involves screening a relatively
small number of clones. Joining the cDNA fragments to the vector is
usually achieved by one of the three methods outlined in Fig. 6.1 for
cDNA cloning: blunt-end ligation, the use of linker molecules, and
homopolymer tailing. Although favoured for ¢cDNA cloning, these
methods may also be used with genomic DNA (see Section 6.3). Each
of the three methods will be described briefly.

Blunt-end ligation is exactly what it says — the joining of DNA
molecules with blunt (flush) ends, using DNA ligase (see Section 4.3).
In cDNA cloning, the blunt ends may arise as a consequence of the
use of S; nuclease, or they may be generated by filling in the pro-
truding ends with DNA polymerase. The main disadvantage of blunt-
end ligation is that it is an inefficient process, as there is no spe-
cific intermolecular association to hold the DNA strands together
whilst DNA ligase generates the phosphodiester linkages required
to produce the recombinant DNA. Thus, high concentrations of the
participating DNAs must be used, so that the chances of two ends
coming together are increased. The effective concentration of DNA
molecules in cloning reactions is usually expressed as the concentra-
tion of termini; thus, one talks about ‘picomoles of ends’, which can
seem rather strange terminology to the uninitiated.

The conditions for end ligation must be chosen carefully. In the-
ory, when vector DNA and cDNA are mixed, there are several possible
outcomes. The desired result is for one cDNA molecule to join with
one vector molecule, thus generating a recombinant with one insert.
However, if concentrations are not optimal, the insert or vector DNAs
may selfligate to produce circular molecules, or the insert/vector
DNAs may form concatemers instead of bimolecular recombinants.
In practice, the vector is often treated with a phosphatase (either
bacterial alkaline phosphatase or calf intestinal alkaline phophatase;
see Section 4.2.3) to prevent selfligation, and the concentrations of
the vector and insert DNAs are chosen to favour the production of
recombinants.

Inserting the cDNA into the
vector can be achieved in a
number of ways — the aim is
always to generate bimolecular
recombinants for cloning.

Ligation reactions are driven by
the concentrations of the
termini that are to be ligated —
this is effectively the ‘number of
ends’ that are available to react
with each other.
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(a) CCGAATTCGG
GGCTTAAGCC

DNA ligase

(b)
CCGAATTCGG
GGCTTAAGCC

CCGAATTCGG
GGCTTAAGCC

EcoR1

(c)
S"—AATTCGG
GCC

CCG
GGCTTAA-5

TN Use of linkers. (a) The 10-mer 5'-CCGAATTCGG-3’ contains the recognition
site for EcoRI. (b) The linker is added to blunt-ended DNA using DNA ligase. (c) The

construct is then digested with EcoRl, which cleaves the linker to generate protruding 5’
termini. Redrawn from Winnacker (1987), From Genes to Clones, VCH. Reproduced with

permission.

One potential disadvantage of blunt-end ligation is that it may
not generate restriction enzyme recognition sequences at the cloning
site, thus hampering excision of the insert from the recombinant.
This is usually not a major problem, as many vectors now have a
series of restriction sites clustered around the cloning site. Thus, DNA
inserted by blunt-end ligation can often be excised by using one of
the restriction sites in the cluster. Another approach involves the use
of linkers, which are self-complementary oligomers that contain a
recognition sequence for a particular restriction enzyme. One such
sequence would be 5-CCGAATTCGG-3', which in ds form will contain
the recognition sequence for EcoRI (GAATTC). Linkers are synthesised
chemically and can be added to cDNA by blunt-end ligation (Fig. 6.4).
When they have been added, the cDNAflinker is cleaved with the
linker-specific restriction enzyme, thus generating sticky ends prior

It is usually beneficial to try to cloning. This can pose problems if the cDNA contains sites for

to ensure that restriction the restriction enzyme used to cleave the linker, but these may be
endonuclease recognition sites overcome by using a methylase to protect any internal recognition
are generated when cDNA is sites from digestion by the enzyme.

inserted into the vector, so that A second approach to cloning by addition of sequences to the ends
the cloned fragment can be of DNA molecules involves the use of adaptors (Fig. 6.5). These are ss

ez 2 non-complementary oligomers that may be used in conjunction with

linkers. When annealed together, a linker/adaptor with one blunt end
and one sticky end is produced, which can be added to the cDNA to
provide sticky-end cloning without digestion of the linkers.

The use of homopolymer tailing has proved to be a popular and
effective means of cloning cDNA. In this technique, the enzyme ter-
minal transferase (see Section 4.2.3) is used to add homopolymers of
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(a) OHGATCCCCGGG _ OHGATCCCCGGG
+ - GGGCCC
GGGCCC

DNA ligase

(b)
S-OHGATCCCCGGG
GGGCCC

CCGGC
GGCCCCTAGou 5

Use of adaptors. In this example a BamHI adaptor (5-GATCCCCGGG-3) is
annealed with a single-stranded Hpall linker (3’-GGGCCC-5') to generate a
double-stranded sticky-ended molecule, as shown in (a). This is added to blunt-ended
DNA using DNA ligase. The DNA therefore gains protruding 5" termini without the
need for digestion with a restriction enzyme, as shown in (b). The 5 terminus of the
adaptor can be dephosphorylated to prevent self-ligation. Redrawn from Winnacker
(1987), From Genes to Clones, VCH. Reproduced with permission.

dA, dT, dG, or dC to a DNA molecule. Early experiments in recombi-
nant production used dA tails on one molecule and dT tails on the
other, although the technique is now most often used to clone cDNA
into the PstI site of a plasmid vector by dG-dC tailing. Homopoly-
mers have two main advantages over other methods of joining DNAs
from different sources. First, they provide longer regions for anneal-
ing DNAs together than, for example, cohesive termini produced by
restriction enzyme digestion. This means that ligation need not be
carried out in vitro, as the cDNA-vector hybrid is stable enough to sur-
vive introduction into the host cell, where it is ligated in vivo. A second
advantage is specificity. As the vector and insert cDNAs have different
but complementary ‘tails’, there is little chance of self-annealing, and
the generation of bimolecular recombinants is favoured over a wider
range of effective concentrations that is the case for other annealing/
ligation reactions.

An example of the use of homopolymer tailing is shown in Fig. 6.6.
The vector is cut with PstI and tailed by terminal transferase in the
presence of dGTP. This produces dG tails. The insert DNA is tailed
with dC in a similar way, and the two can then be annealed. This
regenerates the original Pstl site, which enables the insert to be cut
out of the recombinant using this enzyme.

Introduction of cDNA-plasmid recombinants into suitable E. coli
hosts is achieved by transformation (Section 5.5.1), and the desired
transformants can then be selected by the various methods available
(see Chapter 8). The transformation step is often the critical point
with respect to cloning efficiency and the size of insert that can be
cloned, and these factors must be taken into account when consider-
ing the vector/host combination and the size of the intended cDNA
clone.

6.2.3 Cloning cDNA in bacteriophage vectors
Although plasmid vectors have been used extensively in cDNA cloning
protocols, there are situations where they may not be appropriate. If

The homopolymer tailing
procedure is a classic example of
the development of a technique
aimed at achieving a particular
result whilst minimising the risk
of unwanted outcomes.
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Bacteriophage vectors offer
certain advantages over plasmid
vectors for cloning cDNA.
However, for some applications
plasmids are still the vector of
choice, particularly if expression
of the cDNA is the desired
outcome.

Cut with PszI

CTGCA-3 G

(a)

(%)

3’—ccccccc

Insert

(c)

CTGCAGGGG
GACGTCCCC

Recombinant Pst1 site

NN Homopolymer tailing. (a) The vector is cut with Pstl, which generates
protruding 3’-OH termini. (b) The vector is then tailed with dG residues using terminal
transferase. The insert DNA is tailed with dC residues in a similar way. (c) The dC and
dG tails are complementary and the insert can therefore be annealed with the vector to
generate a recombinant. The Pstl sites are regenerated at the ends of the insert DNA, as
shown.

a large number of recombinants is required, as might be the case if a
low-abundance mRNA was to be cloned, phage vectors may be more
suitable. The chief advantage here is that packaging in vitro may be
used to generate the recombinant phage, which greatly increases the
efficiency of the cloning process. In addition, it is much easier to
store and handle large numbers of phage clones than is the case for
bacterial colonies carrying plasmids. Given that isolation of a cDNA
clone of a rare mRNA species may require screening hundreds of
thousands of independent clones, ease of handling becomes a major
consideration.

Cloning cDNA in phage \ vectors is, in principle, no different than
cloning any other piece of DNA. However, the vector has to be cho-
sen carefully, as cDNA cloning has slightly different requirements
than genomic DNA cloning in \ vectors (see Section 6.3). Generally
cDNAs will be much shorter than genomic DNA fragments, so an
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(e)

Cloning cDNA in 2 vectors using linkers. (a) The ds cDNA is treated with
EcoRI methylase, which (b) methylates any internal EcoRI recognition sequences. (c)
EcoRl linkers are then added to the ends of the methylated cDNA, and the linkers
digested with EcoRI. (d) The methylation prevents digestion at internal sites, and the
result is a cDNA with EcoRI cohesive ends. (e) This can be ligated into the EcoRl site of a
A vector such as Agtl0.

insertion vector has usually a large enough cloning capacity. Vectors
such as Agt10 and Charon 16A (Section 5.3.2) are suitable, with cloning
capacities of some 7.6 and 9.0 kb, respectively. The cDNA may be size-
fractionated prior to cloning to remove short cDNAs that may not be
representative full-length copies of the mRNA. In the case of vectors
such as Agt10, cDNA is usually ligated into the EcoRI site using linkers,
as shown in Fig. 6.7. The recombinant DNA is packaged in vitro and
plated on a suitable host for selection and screening.

6.3 Cloning from genomic DNA

Although cDNA cloning is an extremely useful branch of gene manip-
ulation technology, there are certain situations where cDNAs will not
provide the answers to the questions that are being posed. If, for exam-
ple, the overall structure of a particular gene is being investigated (as
opposed to its RNA transcript), the investigator may wish to determine

If elements such as control
sequences or introns are being
investigated, or if genome
sequencing is the goal, mRNA
cannot be used (for cDNA
cloning) and, thus, genomic DNA
has to be isolated.
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A genomic library is a rich
resource for the scientist, as it
represents the entire genome of
an organism and (at least in
theory) should contain all the
genes and their control
sequences.

if there are introns present. He or she will probably also wish to exam-
ine the control sequences responsible for regulating gene expression,
and these will not be present in the processed mRNA molecule that
is represented by a cDNA clone. In such a situation clones generated
from genomic DNA must be isolated. This presents a slightly different
set of problems than those involved in cloning cDNA and, therefore,
requires a different cloning strategy.

6.3.1 Genomic libraries

Cloning DNA, by whatever method, gives rise to a population of
recombinant DNA molecules, often in plasmid or phage vectors, main-
tained either in bacterial cells or as phage particles. A collection
of independent clones is termed a clone bank or library. The term
genomic library is often used to describe a set of clones represent-
ing the entire genome of an organism, and the production of such a
library is usually the first step in isolating a DNA sequence from an
organism’s genome.

What are the characteristics of a good genomic library? In theory,
a genomic library should represent the entire genome of an organ-
ism as a set of overlapping cloned fragments, which will therefore
enable the isolation of any sequence in the genome. The fragments
for cloning should ideally be generated by a sequence-independent
procedure, ensuring that the fragments are generated at random and
thus there is no bias towards any particular sequence. Finally, the
cloned fragments should be maintained in a stable form with no
misrepresentation of sequences due to recombination or differential
replication of the cloned DNAs during propagation of the recombi-
nants. Whilst these criteria may seem rather demanding, the systems
available for producing genomic libraries enable these requirements
to be met more or less completely.

The first consideration in constructing a genomic library is the
number of clones required. This depends on a variety of factors, the
most obvious one being the size of the genome. Thus, a small genome
such as that of E. coli will require fewer clones than a more com-
plex one such as the human genome. The type of vector to be used
also has to be considered, which will determine size of fragments that
can be cloned. In practice, library size can be calculated quite sim-
ply on the basis of the probability of a particular sequence being re-
presented in the library. There is a formula that takes account of
all the factors and produces a ‘number of clones’ value. The for-
mula is:

N =1In(1 - P)/In(1 —a/b)

where N is the number of clones required, P is the desired probability
of a particular sequence being represented (typically set at 0.95 or
0.99), a is the average size of the DNA fragments to be cloned, and b
is the size of the genome (expressed in the same units as a).
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Table 6.2. | Genomic library sizes for various organisms
No. clones N, P = 0.95
Organism Genome size (kb) 20 kb inserts 45 kb inserts
Escherichia coli (bacterium) 40 x 10° 6.0 x 107 2.7 x 107
Saccharomyces cerevisiae 1.4 x 107 2.1 x 10° 9.3 x 10?
(yeast)
Arabidopsis thaliana (simple 70 x 10* I x 10 47 x 10°
higher plant)
Drosophila melanogaster 1.7 x 10° 2.5 x 10* [l x 10
(fruit fly)
Stronglyocentrotus purpuratus 8.6 x 10° 13 x 10° 57 x 10
(sea urchin)
Homo sapiens (human) 3.0 x 10° 45 x 10° 20 x 10°
Triticum aestivum (hexaploid 1.7 x 107 2.5 x 10° [.1x 10°

wheat)

Note: The number of clones (N) required for a probability (P) of 95% that a given sequence is represented in
a genomic library is shown for a range of different organisms. Approximate genome sizes of the organisms
are given (haploid genome size, if appropriate). Two values of N are shown, for 20 kb inserts (A replacement
vector size) and 45 kb inserts (cosmid vectors). The values should be considered as minimum estimates, as
strictly speaking the calculation assumes (1) that the genome size is known accurately, (2) that the DNA
is fragmented in a totally random manner for cloning, (3) that each recombinant DNA molecule will give
rise to a single clone, (4) that the efficiency of cloning is the same for all fragments, and (5) that diploid
organisms are homozygous for all loci. These assumptions are usually not all valid for a given experiment.

By using this formula, it is possible to determine the magnitude
of the task ahead and to plan a cloning strategy accordingly. Some
genome sizes and their associated library sizes are shown in Table 6.2.
These library sizes should be considered as minimum values, as
the generation of cloned fragments may not provide a completely
random and representative set of clones in the library. Thus, for a
human genomic library, we are talking of some 10° clones or more in
order to be reasonably sure of isolating a particular single-copy gene
sequence.

When dealing with this size of library, phage or cosmid vectors
are usually essential, as the cloning capacity and efficiency of these
vectors is much greater than that of plasmid vectors. Although cos-
mids, with the potential to clone fragments of up to 47 kb, would
seem to be the better choice, N\ replacement vectors are often used
for library construction. This is because they are easier to use than
cosmid vectors, and this outweighs the disadvantage of having only
half the cloning capacity. In addition, the techniques for screening
phage libraries are now routine and have been well characterised.
This is an important consideration, particularly where workers new
to the technology wish to use gene manipulation in their research.
Alternatively, artificial chromosome vectors such as bacterial artificial

By linking genome size and the
desired probability of a gene
being isolated, the size of
genomic library required can be
calculated. However, this should
only be used as a guide, as there
is always the possibility of any
given sequence not being present
in the primary library.

A wide range of vectors may be
used for cloning genomic DNA,
although in practice the choice is
determined by the requirements
of the procedure and the size of
the fragments to be cloned.
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Genomic DNA for cloning
should be isolated as intact as
possible so that generation of
fragments suitable for cloning
can be controlled.

chromosomes (BACs) or yeast artificial chromosomes (YACs) may be
used to clone large DNA fragments.

6.3.2 Preparation of DNA fragments for cloning

One of the most important aspects of library production is the gen-
eration of genomic DNA fragments for cloning. If a N\ replacement
vector such as EMBI4 is to be used, the maximum cloning capacity
will be around 23 kb. Thus, fragments of this size must be available
for the production of recombinants. In practice a range of fragment
sizes is used, often between 17 and 23 kb for a vector such as EMBL4.
At this stage it is important that smaller fragments are not used
for ligation into the vector, as there is the possibility of multiple
inserts being generated. These can arise by ligation of two (or more)
small non-contiguous DNA sequences into the vector. This is obviously
undesirable, as any such clones could be isolated and could give false
information about the relative locations of particular sequences.

There are two main considerations when preparing DNA frag-
ments for cloning: (1) the molecular weight of the DNA after iso-
lation from the organism and (2) the method used to fragment the
DNA. For a completely random library, the starting material should
be very-high-molecular-weight DNA, and this should be fragmented
by a totally random (i.e. sequence-independent) method. Isolation of
DNA in excess of 100 kb in length is desirable, and this in itself can
pose technical difficulties where the type of source tissue does not
permit gentle disruption of cells. In addition, pipetting and mixing
solutions of high-molecular-weight DNA can cause shearing of the
molecules, and great care must be taken when handling the prepara-
tions. The problem of DNA size is even more important when cloning
in BAC or YAC vectors, as inserts of around 300 kb may be required.
Thus, DNA with an average size of more than 300 kb is needed if a
representative set of fragments is to be generated. There is a slight
paradox at this stage in that high-molecular-weight DNA is needed,
but this is immediately fragmented into smaller pieces! The key point
is that this method provides the best set of random fragments. It is
of course possible to clone DNA of low average molecular weight, but
there is then a greater chance of sequence misrepresentation unless
the fragmentation has been entirely random (e.g. mechanical shear-
ing during DNA isolation).

Assuming that sufficient DNA of 100 kb is available, random frag-
mentation can be carried out. This is usually followed by a size-
selection procedure to isolate fragments in the desired range of sizes.
Fragmentation can be achieved either by mechanical shearing or by
partial digestion with a restriction enzyme. Although mechanical
shearing (by forcing the DNA through a syringe needle, or by sonica-
tion) will generate random fragments, it will not produce DNA with
cohesive termini. Thus, further manipulation such as trimming or
filling in the ragged ends of the molecules will be required before
the DNA can be joined to the vector, usually with linkers, adap-
tors, or homopolymer tails (see Fig. 6.1). In practice these additional
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steps are often considered undesirable, and fragmentation by par-
tial restriction enzyme digestion is used extensively in library con-
struction. However, this is not a totally sequence-independent process,
as the occurrence of restriction enzyme recognition sites is clearly
sequence-dependent. Partial digestion is therefore something of a
compromise, but careful design and implementation of the proce-
dure can overcome most of the disadvantages. So how can this be
achieved?

If a restriction enzyme is used to digest DNA to completion, the
fragment pattern will obviously depend on the precise location of
recognition sequences. Therefore, this approach has two drawbacks.
First, a six-cutter such as EcoRI will have recognition sites on aver-
age about once every 4096 bp, which would produce fragments that
are too short for N replacement vectors. Second, any sequence bias,
perhaps in the form of repetitive sequences, may skew the distribu-
tion of recognition sites for a particular enzyme. Thus, some areas
of the genome may contain few sites, whilst others have an over-
abundance. This means that a complete digest will not be suitable
for generating a representative library. If, however, a partial digest is
carried out using an enzyme that cuts frequently (e.g. a four-cutter
such as Sau3A, which cuts on average once every 256 bp), the effect
is to produce a collection of fragments that are essentially random.
This can be achieved by varying the enzyme concentration or the
time of digestion, and a test run will produce a set of digests which
contain different fragment size distribution profiles, as shown in
Fig. 6.8.

6.3.3 Ligation, packaging, and amplification of libraries
Having established the optimum conditions for partial digestion, a
sample of DNA can be prepared for cloning. After digestion the sam-
ple may be fractionated, perhaps using a technique such as density
gradient centrifugation or gel electrophoresis. Fragments in the range
17-23 kb can then be selected for ligation. If Sau3A (or Mbol, which
has the same recognition sequence) has been used as the digesting
enzyme, the fragments can be inserted into the BamHI site of a vector
such as EMBI4, as the ends generated by these enzymes are comple-
mentary (Fig. 6.9). The insert DNA can be treated with phosphatase to
reduce selfligation or concatemer formation, and the vector can be
digested with BamHI and Sall to generate the cohesive ends for cloning
and to isolate the stuffer fragment and prevent it from re-annealing
during ligation. The EcoRI site in the vector can be used to excise the
insert after cloning. Ligation of DNA into EMBL4 is summarised in
Fig. 6.10.

When ligation is carried out, concatemeric recombinant DNA
molecules are produced, which are suitable substrates for packag-
ing in vitro, as shown in Fig. 6.11. This produces what is known as
a primary library, which consists of individual recombinant phage
particles. Whilst this is theoretically the most useful type of library
in terms of isolation of a specific sequence, it is a finite resource.

Although not strictly
sequence-independent, partial
digestion with a frequent-cutting
restriction enzyme can generate
fragments that are essentially
randomly generated.
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Amplification of genomic
libraries is often used to
generate copies of the original
primary clones. The library can
then be used for many
applications or distributed to

colleagues in other laboratories.
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Partial digestion and fractionation of genomic DNA. High-molecular-weight
genomic DNA was digested with various concentrations of the restriction enzyme
Sau3A. Samples from each digest were run on a 0.7% agarose gel and stained with
ethidium bromide. Lane | shows A Hindlll markers, sizes as indicated. Lanes 2—10 show
the effects of increasing concentrations of restriction enzyme in the digestions. As the
concentration of enzyme is increased, the DNA fragments generated are smaller. From
this information the optimum concentration of enzyme to produce fragments of a
certain size distribution can be determined. These can then be run on a gel (as here) and
isolated prior to cloning. Photograph courtesy of Dr N. Urwin.

Thus, a primary library is produced, screened, and then discarded.
If the sequence of interest has not been isolated, more recombinant
DNA will have to be produced and packaged. Whilst this may not
be a problem, there are occasions where a genomic library may be
screened for several different genes or may be sent to different labora-
tories who may share the resource (this is sometimes called ‘cloning-
by-phoning’). In these cases it is therefore necessary to amplify the
library. This is achieved by plating the packaged phage on a suitable
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(a) BamHl 5 - G'GATCC- 3
¥-CCTAGG- 3

Saw3A 5 - NGATCN-3%
3¥-NCTAGN-5

BamHI

G

Sau3A Sau3A
GATC GATC
CTAG CTAG
Anneal
CCTAG CTA GG
Vector Insert Vector

- RA Cloning Sau3A fragments into a BamHl site. (a) The recognition sequences
and cutting sites for BamHI and Sau3A. In the Sau3A site, N is any base. (b) Vector DNA
cut with BamHI generates 5 protruding termini with the four-base sequence
5'-GATC-3'. (c) Insert DNA cut with Sau3A also generates identical four-base
overhangs. (d) Thus, DNA cut with Sau3A can be annealed to BamHI cohesive ends to
generate a recombinant DNA molecule.

EBS SBE
EMBL 4

Left arm

A A ;
S'S Right arm

Stuffer fragment

N MM

2

»
.y
=

"

Sau3A Insert DNA Sau3A

cohesive end cohesive end

Ligation of Sau3A-cut DNA into the A replacement vector EMBLA4. Sites on
the vector are EcoRl (E), BamHI (B), and Sall (S). The vector is cut with BamHI and Sall,
which generates five fragments from the stuffer fragment (hatched in top panel).
Removal of the very short Sall/BamHI fragments (filled boxes) prevents the stuffer
fragment from re-annealing. In addition, the two internal Sall sites cleave the stuffer
fragment, producing three Sall/Sall fragments (1 to 3). If desired, the short fragments can
be removed from the preparation by precipitation with isopropanol, which leaves the
small fragments in the supernatant. On removal of the stuffer; Sau3A-digested insert
DNA can be ligated into the BamHl site of the vector (see Fig. 6.9).
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Insert cos Insert cos Insert
LA RA T LA RA T LA

Packaged in vitro

Concatemeric recombinant DNA. On ligation of inserts into a vector such
as EMBL4, a concatemer is formed. This consists of the left arm of the vector (LA), the
insert DNA, and the right arm (RA). These components of the unit are repeated many
times and are linked together at the cos sites by the cohesive ends on the vector arms.
On packaging in vitro, the recombinant genomes are cut at the cos sites and packaged into
phage heads.

host strain of E. coli, and then resuspending the plaques by gently
washing the plates with a buffer solution. The resulting phage sus-
pension can be stored almost indefinitely and will provide enough
material for many screening and isolation procedures.

Although amplification is a useful step in producing stable
libraries, it can lead to skewing of the library. Some recombinant
phage may be lost, perhaps because of the presence of repetitive
sequences in the insert, which can give rise to recombinational insta-
bility. This can be minimised by plating on a recombination-deficient
host strain. Some phage may exhibit differential growth character-
istics that may cause particular phage to be either over- or under-
represented in the amplified library, and this may mean that a greater
number of plaques have to be screened in order to isolate the desired
sequence. This is not usually a major problem.

6.4 Advanced cloning strategies

In Sections 6.2 and 6.3 we considered cDNA and genomic DNA cloning
strategies using basic plasmid and phage vectors in E. coli hosts. These
approaches have proved to be both reliable and widely applicable, and
they still represent a major part of the technology of gene manipula-
tion. However, advances made over the past few years have increased
the scope (and often the complexity!) of cloning procedures. Such
advances include more sophisticated vectors for E. coli and other hosts,
increased use of expression vectors, and novel approaches to various
technical problems, including the extensive use of PCR technology.
Some examples of more advanced cloning strategies are discussed
next.

6.4.1 Synthesis and cloning of cDNA

An elegant scheme for generating cDNA clones was developed by
Hiroto Okayama and Paul Berg in 1982 and illustrates how careful
design of the system can alleviate some of the problems that may
occur with less sophisticated procedures. In their method the plas-
mid vector itself is used as the priming molecule, and the mRNA is
annealed to this for cDNA synthesis. A second adaptor molecule is
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Adaptor
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I
PsAl ‘P”I
SV40
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Preparation of vector and adaptor molecules for the Okayama and Berg
cDNA cloning procedure. The vector is made up from pBR322 plus parts of the SV40
genome (solid or shaded in the diagram). For the primer, the vector is cut with Kpnl and
tailed with dT residues. It is then digested with Hpal to create a vector in which one end
is tailed. The adaptor molecule is generated by cutting the adaptor plasmid with Pstl,
which generates two fragments. These are tailed with dG residues and digested with
Hindlll to produce the adaptor molecule itself, which therefore has a Hindlll cohesive
end in addition to the dG tail. The fragment is purified for use in the protocol (see Fig.
6.13). From Old and Primrose (1989), Principles of Gene Manipulation, Blackwell.
Reproduced with permission.

required to complete the process. Both adaptor and primer are based
on pBR322, with additional sequences from the SV40 virus. Prepa-
ration of the vector and adaptor molecules involves restriction diges-
tion, tailing with oligo(dT) and dG, and purification of the fragments
to give the molecules shown in Fig. 6.12. The mRNA is then annealed
to the plasmid and the first cDNA strand synthesised and tailed with
dC. The terminal vector fragment (which is also tailed during this
procedure) is removed and the adaptor added to circularise the vector
prior to synthesis of the second strand of the cDNA. Second-strand
synthesis involves the use of RNase H, DNA polymerase I, and DNA
ligase in a strand-replacement reaction that converts the mRNA-cDNA
hybrid into ds cDNA and completes the ligation of the ds cDNA into

As in many aspects of life in
general, increased development
activity often leads to more
sophisticated products. Many
current cloning protocols
demonstrate this, as they are
based on original techniques that
have been modified and
extended to achieve more
specialist aims.
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Priming

vector —> ( end
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PsA1
PsA

Hindlli' HindIII

m The Okayama and Berg cDNA cloning protocol. The mRNA is annealed to
the dT-tailed priming vector via the poly(A) tail, and the first cDNA strand synthesised
using reverse transcriptase. The cDNA is then tailed with dC residues and the dC-tailed
vector fragment removed by digestion with Hindlll. The cDNA is annealed to the
dG-tailed adaptor molecule, which is ligated into the vector using the cohesive HindlIl
ends on the vector and adaptor molecules. Finally the mRNA is displaced and the second
cDNA strand synthesised using RNase H and DNA polymerase | to generate the
complete vector/insert recombinant. From Old and Primrose (1989), Principles of Gene
Manipulation, Blackwell. Reproduced with permission.

the vector. The end result is that recombinants are generated in which
there is a high proportion of full-length cDNAs. Okayama and Berg’s
method is summarised in Fig. 6.13.

6.4.2 Expression of cloned DNA molecules

Many of the routine manipulations in gene cloning experiments do
not require expression of the cloned DNA. However, there are cer-
tain situations in which some degree of genetic expression is needed.
A transcript of the cloned sequence may be required for use as a
probe, or a protein product (requiring transcription and translation)
may be required as part of the screening process used to identify the
cloned gene. Another common biotechnological application is where
the recombinant DNA is used to produce a protein of commercial
value. If eukaryotic DNA sequences are cloned, post-transcriptional
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and post-translational modifications may be required, and the type of
host/vector system that is used is therefore very important in deter-
mining whether or not such sequences will be expressed effectively.
The problem of RNA processing in prokaryotic host organisms may
be obviated by cloning cDNA sequences; this is the most common
approach where expression of eukaryotic sequences is desired. In this
section we will consider some aspects of cloning cDNAs for expres-
sion, concentrating mainly on the characteristics of the vector/insert
combinations that enable expression to be achieved. Further discus-
sion of the topic is presented in Chapters 9 and 10.

Assuming that a functional cDNA sequence is available, a suitable
host/vector combination must be chosen. The host cell type will usu-
ally have been selected by considering aspects such as ease of use,
fermentation characteristics, or the ability to secrete proteins derived
from cloned DNA. However, for a given host cell, there may be several
types of expression vector, including both plasmid- and (for bacteria)
phage-based examples. In addition to the normal requirements such
as restriction site availability and genetic selection mechanisms, a key
feature of expression vectors is the type of promoter that is used to
direct expression of the cloned sequence. Often the aim will be to
maximise the expression of the cloned sequence, so a vector with a
highly efficient promoter is chosen. Such promoters are often termed
strong promoters. However, if the product of the cloned gene is toxic
to the cell, a weak promoter may be required to avoid cell death due
to overexpression of the toxic product.

Promoters are regions with a specific base sequence, to which RNA
polymerase will bind. By examining the base sequence lying on the
5’ (upstream) side of the coding regions of many different genes, the
types of sequences that are important have been identified. Although
there are variations, these sequences all have some similarities. The
‘best fit’ sequence for a region such as a promoter is known as the con-
sensus sequence. In prokaryotes there are two main regions that are
important. Some 10 base pairs upstream from the transcription start
site (the —10 region, as the T start site is numbered +1) there is a
region known as the Pribnow box, which has the consensus sequence
5-TATAAT-3'. A second important region is located around position
—35 and has the consensus sequence 5-TTGACA-3'. These two regions
form the basis of promoter structure in prokaryotic cells, where the
precise sequences found in each region determine the strength of the
promoter.

Sequences important for transcription initiation in eukaryotes
have been identified in much the same way as for prokaryotes. Eukary-
otic promoter structure is generally more complex than that found
in prokaryotes, and control of transcription initiation can involve
sequences (e.g. enhancers) that may be several hundreds or thousands
of base pairs upstream from the T start site. However, there are
important motifs closer to the start site. These are a region centred
around position —25 with the consensus sequence 5-TATAAAT-3’ (the

Cloned cDNA can be used to
express genes by enabling the
synthesis of the protein in a
suitable host system. Many
expression vectors are now
available to facilitate this.

The use of a suitable promoter is
a key element in achieving the
expression of a gene by means of
a cloned cDNA sequence.
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Regulatory control of the
expression of cloned genes can
be achieved by selecting

appropriate vector/host systems.

Thus, an inducible system can be
‘switched on’ if the cells are

grown under inducing conditions.

Table 6.3. | Some promotors that may be used in expression

vectors.

Organism Gene promoter Induction by

E. coli lac operon IPTG
trp operon [3-indolylacetic acid
APL A cl protein

A. nidulans Glucoamylase Starch

S. cerevisiae Acid phosphatase Phosphate depletion
Alcohol dehydrogenase Glucose depletion
Galactose utilisation Galactose
Metallothionein Heavy metals

T reesei Cellobiohydrolase Cellulose

Mouse Metallothionein Heavy metals

Human Heat-shock protein Temperature >40°C

Note: Some examples of various promoters that can be used in expression
vectors are given, with the organism from which the gene promoter is taken.
The conditions under which gene expression is induced from such promot-
ers are also given.

Source: Collated from Brown (1990), Gene Cloning, Chapman and Hall; and Old
and Primrose (1989), Principles of Gene Manipulation, Blackwell. Reproduced
with permission.

TATA or Hogness box) and a sequence in the —75 region with the
consensus 5-GG(T/C)CAATCT-3', known as the CAAT box.

In addition to the strength of the promoter, it may be desirable
to regulate the expression of the cloned cDNA by using promot-
ers from genes that are either inducible or repressible. Thus, some
degree of control can be exerted over the transcriptional activity of
the promoter; when the cDNA product is required, transcription can
be ‘switched on’ by manipulating the system using an appropriate
metabolite. Some examples of promoters used in the construction of
expression vectors are given in Table 6.3.

In theory, constructing an expression vector is straightforward
once a suitable promoter has been identified. In practice, as is often
the case, the process is often highly complex, requiring many manip-
ulations before a functional vector is obtained. The basic vector must
carry an origin of replication that is functional in the target host cell,
and there may be antibiotic resistance genes or other genetic selec-
tion mechanisms present. However, as far as expression of cloned
sequences is concerned, it is the arrangement of restriction sites
immediately downstream from the promoter that is critical. There
must be a unique restriction site for cloning into, and this has to
be located in a position where the inserted cDNA sequence can be
expressed effectively. This aspect of vector structure is discussed fur-
ther when the applications of recombinant DNA technology are con-
sidered in Part III.
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High molecular weight
genomic DNA

Partial digest l

7 Up to 500kb .
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Cloning in a YAC vector. Very large DNA fragments (up to 500 kb) are
generated from high-molecular-weight DNA. The fragments are then ligated into a YAC
vector (see Fig. 5.11) that has been cut with BamHI and Smal (S). The construct contains
the cloned DNA and the essential requirements for a yeast chromosome: telomeres
(TEL), an autonomous replication sequence (ARS), and a centromere region (CEN). The
trp and ura genes can be used as dual selectable markers to ensure that only complete
artificial chromosomes are maintained. From Kingsman and Kingsman (1988), Genetic
Engineering, Blackwell. Reproduced with permission.

6.4.3 Cloning large DNA fragments in BAC
and YAC vectors

BACs and YACs (see Fig. 5.11) can be used to clone very long pieces
of DNA. The use of a BAC or YAC vector can reduce dramatically the
number of clones needed to produce a representative genomic library
for a particular organism, and this is a desirable outcome in itself. A
consequence of cloning large pieces of DNA is that physical mapping
of genomes is made simpler, as there are obviously fewer sequences
to fit together in the correct order. For large-scale DNA sequencing
projects BAC- or YAC-based cloning is useful if an ordered strategy (as
opposed to a shotgun approach; see Fig. 3.7) is to be used.

A further advantage of cloning long stretches of DNA stems from
the fact that many eukaryotic genes are much larger than the 47 kb
or so that can be cloned using cosmid vectors in E. coli. Thus, with
plasmid, phage, and cosmid vectors it may be impossible to isolate
the entire gene. This makes it difficult to determine gene structure
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Acrtificial chromosomes such as
YACs or BACs can be used to
clone large fragments of DNA (in
excess of several hundred kb).
This makes the isolation of large
genes easier and is also
important for large-scale DNA
sequencing projects.

without using several different clones, which is not the ideal way to
proceed. The use of BAC or YAC vectors can alleviate this problem and
can enable the structure of large genes to be determined by providing
a single DNA fragment to work from.

Let’s consider using a YAC vector to clone DNA fragments. In prac-
tice, cloning in YAC vectors is similar to other protocols (Fig. 6.14). The
vector is prepared by a double restriction digest, which releases the
vector sequence between the telomeres and cleaves the vector at
the cloning site. Thus, two arms are produced, as is the case with
phage vectors. Insert DNA is prepared as very long fragments (a par-
tial digest with a six-cutter may be used) and ligated into the cloning
site to produce artificial chromosomes. Selectable markers on each
of the two arms ensure that only correctly constructed chromosomes
will be selected and propagated.
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Chapter 7 summary

Aims

* To outline the principles of the PCR

* To describe the methodology used for the PCR process
¢ To illustrate the range of PCR variants

¢ To outline the applications of the PCR

Chapter summary/learning outcomes

When you have completed this chapter you will have knowledge
of:

¢ The history of the PCR and its importance

* The basic principles of the PCR

* Designing PCR primers

* DNA polymerases for the PCR

¢ Principles of the standard PCR protocol for amplifying DNA
* PCR using mRNA templates

Nested, inverse, RAPD, and other variants of the PCR

* Processing of PCR products

Key words

Polymerase chain reaction (PCR), oligonucleotide, DNA
templates, DNA polymerase, DNA duplex, melting of the
duplex, primer, thermostable, Thermus aquaticus, Taq
polymerase, denature, anneal, thermal cycler, contaminants,
quality control procedures, medical applications, forensic
applications, primer design, sequence, code degeneracy, wobble
position, inosine, primer length, melting temperature (Ty,),
unique sequence, thermolabile, recombinant Taq polymerase,
processivity, fidelity, rate of synthesis, halflife, reverse
transcriptase PCR (RT-PCR), competitor RT-PCR, nested PCR,
external primers, internal (nested) primers, inverse PCR,
random amplified polymorphic DNA PCR (RAPD-PCR), arbitrarily
primed PCR (AP-PCR), amplicon.




Chapter 7

The polymerase chain reaction

Now and again a scientific discovery is made that changes the whole
course of the development of a subject. In the field of molecular
biology we can identify several major milestones - the emergence
of bacterial genetics, the discovery of the mechanism of DNA repli-
cation, the double helix and the genetic code, restriction enzymes,
and finally the techniques involved in the generation and analysis
of recombinant DNA. Many of these areas of molecular biology have
been recognised by the award of the Nobel prize in either Chemistry
or in Medicine and Physiology. Some of the key discoveries recognised
in this way are listed in Table 7.1.

The topic of this chapter is the polymerase chain reaction (PCR),
which was discovered by Kary Mullis and for which he was awarded
the Nobel prize in Chemistry in 1993. The PCR technique produces a
similar result to DNA cloning - the selective amplification of a DNA
sequence - and has become such an important part of the genetic
engineer’s toolkit that in many situations it has essentially replaced
traditional cloning methodology. In this chapter we will look at some
of the techniques and applications of PCR technology.

7.1 | History of the PCR

In addition to requiring someone to provide a spark of genius, major
scientific breakthroughs depend on existing knowledge, the tech-
niques available, and often a little luck. In genetics and molecular
biology there have been many examples of scientists being in the
right place, with the right ‘mindset’, investigating the right prob-
lem, and coming up with a seminal discovery. Gregor Mendel, James
Watson, and Francis Crick are three names that stand out; Kary Mullis
can legitimately be added to the list. In 1979 he joined the Cetus Cor-
poration, based in Emeryville, California. By this time the essential
prerequisites for the development of the PCR had been established.
Mullis was working on oligonucleotide synthesis, which by the early
1980s had become an automated and somewhat tedious process. Thus,
his mind was free to investigate other avenues. In his own words, he

Major scientific breakthroughs
require a number of things to
come together at the right time,
and the discovery of the PCR is a
good example of this.
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Table 7.1. | Some milestones in cell and molecular biology recognised by the award of the
Nobel prize
Year Prize Recipient(s) Awarded for studies on
1958 C Frederick Sanger Primary structure of proteins
P/M Joshua Lederberg Genetic recombination in bacteria
George W. Beadle Gene action
Edward L. Tatum
1959 P/M Arthur Kornberg Synthesis of DNA and RNA
Severo Ochoa
1962 C John C. Kendrew 3D structure of globular proteins
Max F. Perutz
P/M Francis H. C. Crick 3D structure of DNA (the double helix)
James D. Watson
Maurice H. F. Wilkins
1965 P/M Francois Jacob Operon theory for bacterial gene expression
Andre M. Lwoff
Jacques L. Monod
1968 P/M H. Gobind Khorana Elucidation of the genetic code and its role
Marshall W. Nirenberg in protein synthesis
Robert W. Holley
1969 P/M Max Delbriick Structure and replication of viruses
Alfred D. Hershey
Salvador E. Luria
1975 P/M David Baltimore Reverse transcriptase and tumour viruses
Renato Dulbecco
Howard M. Temin
1978 P/M Werner Arber Restriction endonucleases
Daniel Nathans
Hamilton O. Smith
1980 C Paul Berg Recombinant DNA technology
Walter Gilbert DNA sequencing
Frederick Sanger
1982 C Aaron Klug Structure of nucleic acid/protein complexes
1984 P/M George Kohler Monoclonal antibodies
César Milstein
Niels K. Jerne Antibody formation
1989 C Thomas R. Cech Catalytic RNA
Sidney Altman
P/M J. Michael Bishop Genes involved in malignancy
Harold Varmus
1993 C Kary B. Mullis Polymerase chain reaction
Michael Smith Site-directed mutagenesis
P/M Richard J. Roberts Split genes and RNA processing
Phillip A. Sharp
1995 P/M Edward B. Lewis Genetic control of early embryonic development

Christiane Nusslein-Volhard
Eric F. Wieschaus
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Table 7.1 | (cont.)

Year Prize Recipient(s) Awarded for studies on
1997 C Paul D. Boyer Synthesis of ATP

John E. Walker

Jens C. Skou Sodium/potassium ATPase
2001 P/M Leland H. Hartwell Key regulators of the cell cycle

R. Timothy Hunt
Sir Paul M. Nurse

2002 P/M Sydney Brenner Genetic regulation of organ development and
H. Robert Horvitz programmed cell death
John E. Sulston
2003 C Peter Agre Channels in cell membranes
Roderick MacKinnon
2004 C Aaron Ciechanover Ubiquitin-mediated protein degradation
Avram Hershko
Irwin Rose
Roger D. Kornberg Molecular basis of eukaryotic transcription
2006 P/M Andrew Z. Fire RNA interference
Criag C. Mello

Note: ‘C’ and ‘P/M’ refer to Nobel prizes in Chemistry and Physiology or Medicine, respectively. Note also that
Frederick Sanger is part of a very select group of Nobel laureates - he has been awarded two Nobel prizes for his
work on proteins (1958) and DNA sequencing (1980). Information on past and current Nobel prizewinners can

be found at www.nobelprize.org.

found himself ‘puttering around with oligonucleotides’, and the main
thrust of his puttering was to try to develop a modified version of the
dideoxy sequencing procedure. His thoughts were therefore occupied
with oligonucleotides, DNA templates, and DNA polymerase.

Late one Friday night in April 1983, Mullis was driving to his
cabin with a friend and was thinking about his modified sequenc-
ing experiments. He was in fact trying to establish if extension of
oligonucleotide primers by DNA polymerase could be used to ‘mop
up’ unwanted dNTPs in the solution, which would otherwise get in
the way of his dideoxy experiment. Suddenly he realised that, if two
primers were involved, and they served to enable extension of the DNA
templates, the sequence would effectively be duplicated. Fortunately,
he had also been writing computer programs that required reiterative
loops - and realised that sequential repetition of his copying reaction
(although not what was intended in his experimental system!) could
provide many copies of the DNA sequence. Some hasty checking of the
figures confirmed that the exponential increase achieved was indeed
2", where n is the number of cycles. The PCR had been discovered.

Subsequent work proved that the theory worked when applied to a
variety of DNA templates. Mullis presented his work as a poster at the
annual Cetus Scientific Meeting in the Spring of 1984. In his account
of the discovery of PCR in Scientific American (April 1990), he recalls
how Joshua Lederberg discussed his results and appeared to react in

The basic premise of the PCR is
quite simple — two primers are
used so that each strand of the
DNA serves as a template; thus,
the number of strands of DNA
doubles on each cycle of the
PCR.
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- AVAE Number of publications

citing the polymerase chain
reaction from 1985 to 1999. This
shows the rapid spread of the use
of the PCR in research. From
McPherson and Moller (2000),
PCR, Bios. Reproduced with
permission.

16000
14000
12000
10000

8000

6000

Papers published

4000

2000

1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997
1998
1999

')
o)
[©
—

a way that was to become familiar - the ‘why didn’t I think of that’
acceptance of a discovery that is brilliant in its simplicity.

Over the past 20 years the PCR technique has been adopted by sci-
entists in a pattern similar to that for recombinant DNA technology
itself. T